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Preface 

The annual International Seminar on Interactions of Neutrons with Nuclei (ISINN-31) 

was held from May 26 to 30 in Dongguan, China. This year, ISINN was jointly organized by 

its founder and long-term organizer – the Frank Laboratory of Neutron Physics (FLNP) of 

JINR, the China Spallation Neutron Source Science Center (CSNS), and State Key 

Laboratory of Intense Pulsed Radiation Simulation and Effect of NINT. The Seminar brought 

together around 230 participants from FLNP, BVLHEP, FLNR, Chinese scientific 

institutions, JINR member states as well as from Bangladesh, France, Japan, Iran, Spain, and 

USA. The scientific program of the Seminar included 117 talks and 37 posters (for more 

details, see https://indico.ihep.ac.cn/event/23550/timetable/#20250526). 

Opening the Conference, the co-chairman of the Organizing Committee, CSNS 

Director Prof. Sheng Wang pointed out that he was very pleased to see the participants of 

ISINN-31 in Dongguan. The co-chairman of the Seminar, FLNP Director E.V. Lychagin, 

thanked his colleagues from China for the work done on the organization of ISINN-31 ‒ a 

conference that has been gathering scientists from around the world every year for 31 years. 

The participants of the Seminar were greeted by the member of the Academic and Technical 

Committee of NINT, Prof. Quanlin Shi and the member of the Chinese Academy of Sciences 

Academician Huanqiao Zhang, who expressed the hope that the traditional exchange of 

knowledge between experienced and young researchers will continue. And the fact that the 

conference attracted a large number of young people means that neutron research has a future.  

The first plenary sessions were opened with plenary talks by Sheng Wang “The Status 

of CSNS”, Egor Lychagin “Experimental Infrastructure of the Frank Laboratory of Neutron 

Physics for Research”, and invited talks by Zhigang Ge “Progress on Neutron-Induced 

Nuclear Fission”, Hirohiko M. Shimizu “Experimental Study of Parity and Time-Reversal 

Symmetries in Polarized Epithermal Neutron Optics”, Guohui Zhang “Recent Advances of 

the (n, cp) Reaction Measurements”, Yuri Kopatch “Review of Recent Activities on the 

Tagged Neutron Method at FLNP JINR”, Alexander Frank “Two-Wave Acceleration Effect 

and Ultra-Sensitive UCN Spectrometry”, Jason Pioquinto “Modeling the Neutron Whispering 

Gallery to Search for New Short Range Forces”, Stefan Baessler “The Neutrino Electron 

Correlation Coefficient in Neutron Beta Decay”, Inga Zinicovscaia “Introduction to Neutron 

Activation Analysis at the IBR-2 Reactor, FLNP JINR”, Lipeng Wang “Neutronic 

Characteristics of Metal Hydride Moderators and Their Applications in Microreactors”, and 

Chao Qi “Energetic Dependence of Neutron-Induced Single Event Upsets, and Its Impact on 

Atmospheric Neutron SER Prediction”. 

The second and fourth days of the Seminar were held in the form of two parallel 

sessions and a joint 3-hour poster session. They covered traditional Seminar’s topics: from the 

fundamental properties of the neutron to modern neutron sources, from promising 

experiments in the field of nuclear fission and nuclear reactions induced by fast neutrons to 

the physics of reactors and experimental methodology. As usual, investigations using nuclear 

and related analytical techniques in the environmental and materials sciences were widely 

represented. 

The last day of the Seminar also included only plenary sessions with invited talks by 

Tianjiao Liang “Progress of DBNCT”, Yuan He “Progress in Advanced Accelerator Driven 

Nuclear Energy System”, Tongpu Yu “Laser-Driven Compact High-Flux Ultrafast Neutron 

Sources”, German Kulin “Project of High-Brilliance UCN Source at FLNP JINR”, Haitao Hu 

“Development of In Situ Sample Environment Technology for Neutron Scattering at CSNS”, 
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Tianhao Wang “Setting Up High-Energy Polarized Neutron at the China Spallation Neutron 

Source”, and Ruirui Fan “Current Status and Experiments of the Back-n White Neutron 

Facility”. They were devoted both to problems of fundamental nuclear physics and to purely 

practical problems.  

This year, the Organizing Committee proposed to publish the conference proceedings 

as original scientific papers in Physics of Elementary Particles and Atomic Nuclei, Letters 

(PEPAN Letters) and Natural Science Review. Therefore, only proceedings that went beyond 

the journals’ topics or were sent directly for publishing in this book are featured in it. 

Nevertheless, we greatly appreciate each participant's valuable contribution to the 31st ISINN

Seminar! 

Co-chairman of ISINN-31 

E.V. Lychagin 









The «Polar Lights» and the Structural γ-Quanta in the Neutron Radiative 
Decay Experiments 

Khafizov R.U.a, Kolesnikov I.A.a, Nikolenko M.V.a, Tarnovitsky S.A.a, 
Tolokonnikov S.V.a, Torokhov V.D.a, Trifonov G.M.a, Solovei V.A.a,  

Kolkhidashvili M.R.a, Konorov I.V.b  

aNRC «Kurchatov Institute», Russia 
bTechnical University of Munich, Munich, Germany 

khafizov_ru@nrcki.ru 

Abstract.  The report considers the time spectra of double and triple coincidences of the 
neutron radiation decay products - electron, recoil proton, and γ-ray. The peak in the spectrum 
of triple coincidences is used to identify radiative neutron decay events. However, there is an 
effect that competes with the sought-after radiative neutron decay effect, which is the 
emission of γ-quanta caused by β-decay electrons in the residual chamber atmosphere. This 
phenomenon can be observed in the form of polar lights caused also by ionization of the air at 
the edge of the atmosphere, the density of which is comparable to the density of the residual 
gas in the experimental chamber. Both radiative neutron decay and γ-quanta produced by the 
ionization should give comparable two peaks on the spectrum of triple coincidences. 
However, whereas the radiative γ-quanta are formed at the moment of decay, the γ-quanta 
emitted by the inertial process of ionization of the rarefied atmosphere molecules should be 
delayed on 1 μs, which we have found on the spectrum of triple coincidences. The value of 
one time channel was 25 ns, which allow separating the two peaks from each other and 
excluding their mutual influence. This allowed us to identify radiative decay events and to 
measure for the first time the relative intensity of radiative neutron decay B.R.= 
(3.2±1.6)⋅10−3 (where C.L. = 99.7% and γ-energy more 35 Kev). But the Standard Model 
calculations give a one-and-a-half times smaller value B.R.= 2.1−10−3, thus we have 
registered additional γ-quanta, which are structural γ-quanta emitted by the neutron structure. 
It follows from the above that at registration of only double coincidences of an electron and a 
γ-quantum only one peak of the “polar light” will appear, and the radiative peak of triple 
coincidences of an electron, a γ-quantum and a recoil proton will merge with fluctuations of 
the background since it appears only when the third particle - a recoil proton - is also 
registered. The spectrum of double e-γ coincidences with a single “polar light” peak is 
presented by Byrne and others, and they positioned this peak not after but before electron 
registration. The authors placed peak 1 µs before the registration of the electron and are now 
trying to “sell” the well-studied phenomenon of ionization for quite another rare effect of the 
gamma radiation in the neutron decay, where structural gamma-quanta can be emitted. The 
placement of the peak looks extremely ridiculous because for 1µs gamma-quantum passes 
several hundred meters, whereas the size of their entire experimental setup is only 0.5 meters, 
and for this peak there is simply no room to emerge from!   
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Introduction 

The study of neutron radiative decay is essential for the further development of the 
atomic project as it creates a new basis for advancing the controlled nuclear fusion. In our 
recent experiment to measure the relative intensity B.R. of neutron radiative decay we 
discovered extra gamma quanta produced during neutron decay with the bremsstrahlung 
gamma quanta emitted from the regular beta decay products. These extra gamma quanta are 
structural gamma quanta; they carry information about the quark structure of the neutron and 
are formed during the u and d quarks transition. 

Below (see Fig. 1) follow the Feynman diagrams describing neutron decay. The first 
diagram describes the usual beta decay of the neutron, which produces three particles: a beta 
electron, a proton, and an antineutrino. This diagram describes the main mode of neutron 
decay. In the experiment we recorded the number of such decays by the number of double 
coincidences of the electron and the proton ND. However, in any decay with the formation of 
charged particles there is a so-called radiative decay mode, in which, in addition to the regular 
decay products, an additional particle, a gamma-quantum, is recorded. This additional 
radiative gamma quantum is a bremsstrahlung gamma quantum emitted from a charged 
particle which is flying in the bremsstrahlung electric field of another charged particle. In case 
of neutron beta decay, bremsstrahlung gamma quanta can be emitted from proton (second 
diagram in Fig. 1) and beta electron (third diagram in Fig. 1). However, there is still a 
possibility of gamma emission, which occurs when the structure itself of the elementary 
particle changes. In the case of neutron decay this process is shown in the fourth diagram in 
Fig. 1, when gamma-quantum is emitted from the very top of the decay at the transition of u 
and d quarks included in the structure of neutron and proton. In the experiment, we recorded 
the number of radiative decay events of the neutron by triple coincidences of electron, proton, 
and gamma-quantum NT.  

Fig. 1. The diagrams describing ordinary beta decay and neutron decay with gamma-quantum 
emission. 

The main characteristic of elementary particle decay is its relative intensity, branching 
ratio (BR): 

              BR = I(radiative decay) / I(ordinary decay) = N(e,p,γ) / N(e,p)/k = NT / ND/k, 

where the numbers of triple NT and double ND coincidences should be taken directly from the 
experimental spectra of triple and double coincidences, so that a determination BR indeed 
reduces to measuring the spectrum of e-p double coincidences and the spectrum of e-p-γ triple 
coincidences. Without performing an analysis of these spectra, it is impossible to evaluate the 
branching ratio BR. An additional coefficient k is the so-called geometric factor. It takes into 
account the geometry of the experimental facility used. The geometric factor k is determined 
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by means of a Monte Carlo simulation of the experiment using the package of CERN 
programs GEANT IV. 

Until recently, the rare radiative mode of neutron decay was not discovered and was 
considered only theoretically [1–4]. Our first attempt at detecting events of radiative neutron 
decay was undertaken at the Institut Laue-Langevine (ILL) in employing an intense cold-
neutron beam [5]. The experiment that our group performed in 2005 at the FRMII reactor of 
the Technische Universität München became the first experiment that resulted in observing 
this process [6]. We were the first to identify events of radiative neutron decay by means of 
triple coincidences in which an emitted gamma-quantum was recorded as a third particle in 
addition to the electron and recoil proton. Thus, we were able to measure the branching ratio 
for the radiative mode of neutron decay. The result was BR = (3.2±1.6)⋅10−3 at a coincidence 
level of C.L.= 99.7%, the gamma energy being in excess of 35 keV. In the experiments 
performed earlier at ILL [6] our group was able to measure only the upper limit on this 
branching ratio. A year later, a group of experimentalists from the National Institute of 
Standards and Technology (NIST) published in Nature the results of their experiment devoted 
to studying radiative neutron decay [7]. Their result was BR = (3.13±0.34)⋅10−3 at C.L. = 
68%, the gamma energy there ranging between 15 and 340 keV. However, there were no 
triple coincidences in this experiment but only the spectra of double coincidences of electron - 
gamma-quantum and electron - ion. Obviously, without registering exactly the triple 
coincidence of electron, gamma-quantum, and proton, it is impossible to talk about registering 
the events of neutron radiative decay. Such double coincidences occur during the well-studied 
process of ordinary ionization of the residual gas by electrons in the chamber, as a result of 
which a glow appears. For example, in nature such a phenomenon is observed as the polar 
lights at the edge of the atmosphere. The authors of this [7] and later work [8] recorded this 
radiation of gamma quanta in the hard and invisible area of the spectrum, they had created the 
ideal conditions for this. There, as will be shown below, was a strong magnetic field, and 
highly rarefied residual air in the chamber, and ionizing particles (beta-electrons). In addition, 
the authors of this work recorded ions instead of protons, because due to the strong magnetic 
field they were not able to distinguish protons and the large ionic background occurring in the 
experimental facility. Thus, the BR value given by the authors of [7] is the ratio of the 
intensity of gamma emission during the ionization of rarefied air molecules to the total 
number of ionization acts by beta-electrons. 

Experimental facility 

The layout of the proposed experimental facility is shown in Fig. 2. Passing along a 
rather long neutron guide equipped with a collimating system formed by LiF diaphragms, an 
intense beam of cold neutrons enters a vacuum chamber (1) through the last LiF diaphragms 
(9) positioned immediately in front of the decay zone being studied. The decay zone is viewed 
by detectors of three types simultaneously. These are a proton detector (3) formed by 
microchannel plates (MCP), an electron detector (13) formed by photomultiplier tubes 7 cm 
in diameter covered with a scintillator plastic 3 mm thick, and six gamma detectors (11). 
These six detectors surround the electron detector (see the lower panel in Fig. 2) at an angle of 
35° and are formed by photomultiplier tubes covered with a sensitive CsI layer. The layer 
thickness is 4 mm. It is chosen in such a way that the gamma-quantum detection efficiency is 
equal to unity. Six gamma detectors (11) surround the electron detector (13) (see the lower 
panel in Fig. 2) are arranged at an angle of 35° and are protected by a cup (12) made of 6-mm 
lead. In principle, coincidences between the electron detector and any of the six gamma 
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detectors can completely suppress the background of bremsstrahlung, which arises only in 
that section where electrons are detected. From Fig. 2, it can be seen that, in this case, part of 
the data is lost. However, the neutron-beam intensity of 1012 n/с/cm2 in our chamber is quite 
sufficient in order to compensate for this loss and to retain an acceptable data-accumulation 
rate. Recoil protons produced in the decay zone travel through the space surrounded by a 
cylindrical time-of-flight electrode (7) toward the proton detector (3). After that, they are 
focused on this detector by means of spherical focusing electrodes (2). The focusing 
electrostatic field is generated between high-voltage spherical (2) and cylindrical (7) 
electrodes and grids (6 and 5), on one hand, and the underground proton-detector grid (4), on 
the other hand. It is noteworthy that recoil protons fly isotropically out of the decay vertex. An 
additional grid (10) is positioned on the opposite side of the decay zone in order to avoid the 
loss of protons that go toward the electron detector. 

Fig. 2. Layout of the experimental facility: (1) vacuum chamber, (2) high-voltage (18 to 20 
kV) spherical electrodes for focusing recoil protons, (3) proton detector, (4) grid of the proton 
detector (underground), (5, 6) grids of the time-of-flight electrodes, (7) time-of-flight 
backward direction (at a voltage of 22 to 26 kV), (11) six photomultiplier tubes for CsI(Tl) 
gamma detectors, (12) lead cup, and (13) photomultiplier tube equipped with a plastic 
scintillator for detecting electrons. 
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A signal from an electron detected in the scintillator plastic of the electron detector 
(13) serves a start signal that opens all time windows for all detectors. A pulse from one of the 
gamma detectors (11) is recorded simultaneously with this signal, but only in the case where a 
signal from the proton detector (3) is generated within a reasonably short time interval will 
this electron– gamma-quantum coincidence be recorded by an electronic system for data 
acquisition and data processing as an event of radiative neutron decay. Along with these triple 
coincidences, our electronic system records ordinary electron–proton coincidences. It should 
be noted that, in the case of radiative decay, the emitted gamma-quantum is detected in our 
facility by the gamma detectors (11), which are placed around the electron detector (13), 
earlier than the electron is detected by the electron detector (13). In other words, the electron 
should be delayed with respect to the emitted gamma-quantum in the time spectrum of triple 
coincidences but by an extremely small amount, e.g., a nanosecond. It is precisely this fact 
that will enable us to identify the peak associated with radiative gamma quanta in the 
spectrum of triple coincidences. In addition to triple coincidences, our setup also collects 
double coincidences corresponding to ordinary neutron decay. Here, it is worth noting that a 
very high quality of the system of diaphragms from LiF ceramics is necessary to obtain an 
acceptable low level of the background in gamma quanta from an intense cold-neutron beam 
while passing this beam through the whole facility from the entrance window to the thick LiF 
ceramic target absorbing it. The entrance window and the absorbing target are the main 
sources of gamma background in the facility, therefore the neutron guide must be long enough 
and its axis must coincide with the beam axis as precisely as possible. In our case, the 
entrance window for the beam was at a distance of 7 meters from the area viewed by the 
detectors, and the absorbing target was 3 meters. In the next section we will use the time 
spectra of double and triple coincidences to obtain the experimental value of the main 
characteristic of the radiative neutron decay (BR). 

Let us now consider the flowchart of our electronic system for collecting and 
processing information obtained from detectors of three types – electron detector, proton 
detector and gamma-ray detector. The flowchart is given in Fig. 3. The signal coming from 
the electron detector opens time windows 150 channels forward and 100 channels backwards; 
the scale division value of each channel is 25 nanoseconds. Then the electron-proton double 
coincidences scheme receives a signal from the proton detector into the corresponding 
channel opened by a signal from the electronic window detector. As a result, firstly, the 
spectrum of double time coincidences is formed, and secondly, the windows of double 
coincidences are selected and fed to the triple coincidences scheme. It should be noted here 
that the proton detector registers not only protons from beta decay proper but also a great 
number of ions formed in the experimental chamber and captured by the electrostatic field of 
the focusing electrodes. As a result, the beta-decaying proton peak must be observed on a 
significant ion background forming a horizontal substrate under this peak. The height of this 
substrate is comparable to the height of the proton peak itself. In addition, a high and narrow 
electron registration response peak should form in the starting channel on the triple 
coincidences spectrum; the nature of this peak is not physical and is related to the electronic 
scheme of the double coincidences.  Thus, the double coincidences spectrum is a horizontal 
substrate of background ions with two peaks: the electron registration response peak and the 
beta decay peak consisting of neutron beta decay protons. The triple coincidences scheme is 
then fed with signals from six gamma detectors, which in turn are registered in their channels 
in the time windows selected by the double coincidences scheme, open for 150 channels 
forward and 100 channels backwards. As a result, a spectrum of triple coincidences is formed 
where the gamma background is even more significant in its magnitude than the ion 
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background. Due to this uncorrelated background, all the peaks that are observed in the 
double coincidences spectrum will be displayed, and these two peaks, the electron registration 
response peak and the beta decay peak, will appear in the triple coincidences spectrum.  

Fig. 3. Flowchart of the electronic system of information collection and processing. 

Besides, additional peaks from the electron-gamma coincidence spectrum will be 
added to these two peaks. There are also two such peaks and both of them have a physical 
nature. The first narrow peak is the peak of radiation gamma quanta, it should be located to 
the left of all other peaks because radiation gamma quanta are registered before all other 
particles. The second broad peak comes with a delay of 1 µs and it is formed by gamma 
quanta from ionising radiation caused by beta-electrons. It is to be noted that there is residual 
air in the experimental chamber, the density of which is comparable to the air density at the 
edge of the earth's atmosphere, where the well-known aurora borealis occurs. Thus, the 
radiation peak will be observed against an inhomogeneous background in which, in addition 
to the horizontal substrate, there are three peaks: the peak response to electron registration, the 
response to the beta decay peak, and the response to the broad peak of the "aurora borealis". 
In this case, the radiation peak should be located the very first, which is what we observed in 
the experiment. Looking ahead, we will say that on the real spectrum in channel 116, we 
observed one more peak, the nature of which is purely electronic, it has nothing to do with 
physics. The point is that gamma signals have very long "tails", which were "cut off" by the 
electronic system to reduce the load on them. Below we will consider in detail the obtained 
spectra of double and triple coincidences. 

Timing spectra of double and triple coincidences 

Here we will analyze the spectra of double coincidences between beta-electron and 
proton, and also the spectra of triple coincidences between beta-electron, proton and gamma-
quantum. We will compare our results with the results obtained by two other groups from 
NIST.  
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Fig.4 demonstrates the summary statistics on double e-p coincidences (coincidences of 
a light beta-electron moving at a speed comparable to the speed of light and a delayed heavy 
proton, whose speed is much lower and is determined by the potential of the accelerating 
electrostatic field). Therefore, Fig.4 clearly shows two major peaks: one peak with a 
maximum in channels 99−100, which is the response to electron registration by the electronic 
registration and recording system [5, 6] of the experimental facility. The position of this peak 
determines the arrival time of the signal from the electron detector, which consists of PMTs 
and is coated with scintillation plastic. This peak is not physics-related in its nature. Instead, it 
is a response to the registration of the electron. As soon as the electronic system registers an 
electron, it opens a time window of one hundred channels forward and backward in time. 
Thus, the 100th channel is the master channel, and each channel corresponds to 25 
nanoseconds, so the spectra can view all events in 2.5 µs before and after the arrival of the 
electron. The next peak visible in Fig. 4 has a maximum in channel 120, it is physics-related 
in its nature and is a proton peak, i.e. the peak of e-p coincidences of beta-electron with 
delayed proton. Its position determines the time of proton registration by the electronic 
system, and the distance between these two peaks determines the proton delay time. 

Fig. 4. Timing spectrum for e-p coincidences. Each channel corresponds to 25 ns. The peak at 
channels 99-100 corresponds to electron registration by the electronic system. The 

coincidences between the decay electrons and delayed protons (e-p coincidences) are 
contained in the wide peak centered at channel 120.  

An analogous situation was first noted in [9], then it was observed during the 
experiment on the measurement of the correlation coefficients by the group at ILL [5, 10] and 
emiT group at NIST [11], and it was also mentioned at [12]. We would especially like to 
emphasize the correspondence of our spectrum of double coincidences with an analogous 
spectrum from the result obtained by the emiT group from NIST [11].  In Fig. 5 we present 
their spectrum and diagram for the registration of the beta electron and the recoil proton. A 
comparison of our results with the results of the emiT group shows their unquestionable 
similarity. Moreover, the position of the second proton peak in Fig. 4 (emiT group), like in 
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Fig. 3 (our result), corresponds well to the simple estimate obtained by dividing the length of 
a proton trajectory by its average speed. 

Here we will also note the presence of a significant homogenous ionic background in 
Figs.4 and 5. However, in both cases this background allows to easily distinguish the neutron 
decay peak, and, thus, we can easily determine the number of ND double coincidence events, 
i.e. the number of registered neutron beta decays. Note the most important point in the 
methodology of the experiment: this large ionic background cannot be distinguished from the 
small number of neutron decay protons (i.e. from beta decay events) in the presence of strong 
magnetic fields, and thus ND cannot be determined. 

Following Avogadro’s law, even in the case of a very deep vacuum under pressure of 
10−6 – 10−8 mbar air molecule concentration remains very high. In fact, it is sufficient for beta-
electrons produced in neutron decay to create a significantly high ionic background in the 
chamber, exceeding the number of decay protons by many orders of magnitude. These ions 
create a homogeneous background in the absence of strong magnetic fields, throughout the 
whole spectrum of double coincidences. It should also be noted that the concentration of ions 
in the chamber does not fall in proportion to the pressure, but much more gradually, as the 
cubic root of the pressure. Here one must note that the probability of ion creation along the 
trajectory of beta-electron is in inverse proportion to the average distance between 
neighboring ions, i.e. is proportional not to the molecule concentration but to the cubic root of 
this value.  This fact means that the ionic background remains significant even when the 
pressure is reduced by a factor of 100, which is observed when comparing our results with 
those of the emiT group. The emiT group's vacuum was two orders of magnitude greater, but 
the ionic background dropped only 4−6 times compared to ours. This estimate is confirmed 
when one compares the spectra in Figs. 3 and 4. Our spectrum, presented in Fig.3, has a 1:1 
ratio of the value of e-p coincidences peak and the value of the background. The emiT group 
(Fig.4) spectrum has a ratio of 4:1 – 5:1, i.e. only 4−5 times our number, that is equal to the 
cubic root of 100. 

Fig. 5. On the left: spectrum of double electron-proton coincidences obtained by emiT Group 
[11] with two peaks and a significant ion background value comparable to the neutron decay 

peak; on the right: emiT group scheme for registering beta electron and recoil proton. 
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Fig.4 shows that the total number of events in e-p coincidences peak in our experiment 
equals ND=3.75·105. This value significantly exceeds the value we obtained in our previous 
experiment conducted in ILL. At that time, due to the low statistics volume we could not 
identify the B.R. itself and instead defined only the upper B.R. limit [5]. So, in both cases 
Figs. 4 and 5 show not one but two peaks above the homogeneous ionic background.   

The remaining peaks in Fig. 4 are small, with just seven peaks distinct from the 
statistical fluctuations. These occurred because of the noise in the electric circuits of the 
FRMII neutron guide hall. There are no other physics-related reasons for their occurrence. 
The fact is that our experiment was the first at the newly opened FRMII reactor, and the 
neutron guide hall was still undergoing intensive commissioning work. These peaks were 
appearing during the working days and disappearing over the weekends. Such behavior was 
observed as we collected statistics. 

Now we will compare our results and the results obtained by the emiT group with the 
third result, that is the spectrum of double coincidences obtained by another NIST group [12]. 
Unfortunately, the authors did not publish the spectrum of double coincidences in their 
original article [7], but published it much later [12]. Fig. 6 displays the spectrum on the left 
and the diagram of NIST experimental facility on the right. Fig. 6 clearly shows one single 
and a very wide peak with a long tail, which has nothing in common with either our peak or 
the emiT group peak.  

Fig. 6. On the right: the facility diagram. On the left: spectrum of double coincidences 
published in [12]. The lower curve corresponds to 0 volts, the middle curve corresponds to 
300 volts and the highest curve corresponds to 500 volts in an electrostatic mirror. The 
location of the peak and its width differ from our and the emiT’s results by one and two 
orders of magnitude. The location and the width of the peak also deviate by one and two 
orders of magnitude from the elementary estimates of the proton decay delay times. 

The significant deviation obtained is explained by the fact that the peak in the NIST 
experiment consists not of protons but rather of ions. The density of gas molecules inside the 
experimental chamber is proportional to pressure and according to the Avogadro’s Law is of 
the order 107 mol/cm3 even at the pressure of 10−8–10−9 mbar. This is a very significant 
number, quite sufficient for creation of the large ionic background in the presence of ionizing 
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radiation created in the chamber by beta-electrons of neutron decay. The energy of beta-
electrons significantly exceeds the energy of ionization. Besides, as mentioned above, the 
probability of ionization is inverse proportional not to volume taken up by one molecule but 
to the average distance between molecules. It is precisely due to this reason that the ionic 
background falls much more gradually, proportionally to the cubic root of the pressure and 
not proportionally to the pressure. We observed a similar behavior of the ion background 
many times during our experiment; roughly speaking, if the pressure in the chamber dropped 
by an order of magnitude, the background decreased by only a factor of two or more. As 
mentioned above, comparing our results with those of the emiT group gives a drop in the 
ionic background of only 4−5 times, not two orders of magnitude. In the emiT group 
experiment the conditions were the same as in the second NIST group experiment, therefore 
the ionic background should be the same too. The light ions, together with the beta decay 
protons, should have a delay time comparable to 1 µs. The pulses from these particles are 
simply not visible in the spectrum due to the second NIST group’s use of combined electron-
proton detector in order to register both electrons and protons with ions. Figure 6 shows a 
huge pulse from an electron, which simply "blinds" the detector for the time the small pulse 
from the proton and light ions arrives. The maximum of the ion peak in this group 
experiment, according to the delay times estimations (delay time is proportional to square root 
of ion mass), falls exactly to the 4−6 µs on the air ions consisting of nitrogen and oxygen. 

Fig. 7. The signal from the proton has to be delayed by less than one microsecond, which is 
why it is located at the base of the strong electron signal and so cannot be registered by the 

combined electron-proton detector. The pulses that are delayed by longer than 1 microsecond 
are pulses not from protons, as it was indicated in ref. [7], but rather from ions, formed in the 

viewed decay zone. A pulse from a photon has a front of about 15 µs. 

Fig. 7 presents the pulse forms from the electron, ion, and gamma-quantum published 
by the second experimental group from NIST [7]. Firstly we should note the exceptionally 
long and flat front from the gamma pulse of 15 µs, which arises because of the extremely 
slow detectors on avalanche diodes. The authors used them because they used strong 
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magnetic fields of several tesla, in which fast PECs do not work. As was pointed out above, a 
strong pulse from an electron makes weak pulses from ions and protons invisible during the 
first microseconds after its arrival. Namely this fact explains the dead zone around zero of the 
diagram in Fig. 6 which is where the pulses from the decay protons should come. 

Let us now proceed to analysing of our triple coincidences spectra presented in Fig.7. 
As it was mentioned above, both double coincidences spectra obtained by our (Fig.4) and the 
emiT (Fig. 5) groups present two main peaks located on the horizontal ionic background. As 
for the spectrum of triple coincidences, we should observe not two but three peaks: one 
radiative peak and two peaks similar to the ones in the double coincidence diagram. Let us 
review this similarity in more detail: the peaks on the spectrum of double coincidences are as 
if transferred to the spectrum of triple coincidences. 

We have two channels carrying background noise with some average signal frequency 
f1 and f2. Then the probabilities for the signal hitting the time window of value T are equal for 
both channels p1=f1T and p2=f2T respectively. If we now apply the electronic coincidence 
scheme, then the probability of random coincidence pc of signals on the first and second 
channel in the coincidence scheme with the same value of time window T is equal to product 
of two independent events probabilities pc= p1p2 = f1Tf2T and frequency of coincidence 
respectively is equal to fc=f1f2T. Suppose now on the first channel there is not a homogeneous 
horizontal background of pulses with mean frequency f1, but some input spectrum with its 
peaks Sin – then after the coincidence scheme an output spectrum proportional to the input 
Sout= Sinf2T with a ratio f2T appears, note that the higher the homogeneous background on the 
second channel f2, the more frequent the coincidence and the higher this ratio. Thus, all the 
peaks in the input spectrum also appear in the output spectrum from the coincidence scheme.  

 

Fig. 8. Timing spectrum for triple e-p-γ coincidences. Each channel corresponds to 25 ns. In 
this spectrum, three main peaks in channels 103, 106 and 120 can be distinguished. The 

leftmost peak in 103 channel among these three main peaks is connected with the peak of 
radiative decay events. 
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However, simply multiplying the input spectrum by number changes the height of the 
peak only, but both its width and its position remain unchanged. The real electronic 
coincidence circuit with the detector unit also makes hardware changes to the shape of the 
spectrum itself. Let us review these changes in more detail on our triple coincidence spectrum 
shown in Figure 8. The fıgure shows three peaks: the leftmost peak of triple coincidences 
located in channel 103, which consists of the supposed number of neutron radiative decay 
events we measure; two peaks from the input spectrum of double coincidences. These are the 
response peaks to the registration peak of electrons and delayed protons, respectively, but 
both response peaks on the spectrum of triple coincidences are significantly wider and located 
closer to each other than in the original spectrum of double coincidences (Fig. 4). These two 
wide peaks in channels 106 and 120 converge so that there is a rather high jumper between 
them. In addition, there is a small parasitic electron peak, the nature of which is related to the 
electronic circuitry of the registration of gamma-quantum pulses. 

Such distortions of the output spectrum are controlled by a standard procedure, 
introducing a response function for gamma channel Rγ(t,t′) [6] , which is also necessary for 
calculating the number of triple coincidences NT in radiative peak: 

Sout(t) = ∫Sin(t′)Rγ(t,t′)dt′. 

This functional multiplication instead of simple multiplication of the input spectrum by a 
number takes into account all the distortions of the real spectrum. Namely, the response 
function method is able to consider both the change of the peak width and the convergence of 
two response peaks located around channels 106 and 120. In a particular case, if we use the 
local response function with zero width as a δ-function with some coefficient, it becomes a 
simple multiplication of the input spectrum by the number mentioned above. If we use the 
non-local response function then its width will lead to an increase in the widths of the 
response peaks, roughly speaking, by the width of the response function, and its tails will lead 
to a convergence of the peaks in the output spectrum compared to the original spectrum. This 
is exactly the picture we observe when comparing our double and triple coincidence spectra in 
Figs. 4 and 8. Thus, using the method of nonlocal response function we can distinguish the 
peak of radiative gammas on inhomogeneous double-humped background. 

As for the wide peak in channel 165, it has a physical nature, has nothing in common 
with the peak of radiative decay and is well distinguished from it delaying at a considerable 
distance of 1 μs from it. This peak is created by the radioactive gamma quanta and emitted 
during ionization of rare atmosphere within our experimental chamber. The molecular of this 
medium is ionized by registered beta-electrons. This event is well studied and does not have 
anything in common with the new event of radiative neutron decay but happens due to the 
ionization of highly rarefied air by charged particles. It is this phenomenon that was observed 
by the second NIST group, who published a single peak shown in Fig. 9 (see [7]). Let us note 
that the spectrum published by these authors is not a spectrum of triple coincidences; 
otherwise, as mentioned above, it would have had additional response peaks from the 
spectrum of double coincidences of the electron with the recoil proton, or, as in their case, 
with the ions. In fact, this experiment used everything needed to investigate the phenomenon 
known as polar lights. Firstly, it is the residual rarefied air, whose density just corresponds to 
the density of air at heights of 150−200 km, where natural polar lights occur; secondly, it is 
the presence of ionizing radiation in the form of beta electrons, flying from an intense beam of 
cold neutrons; and thirdly, it is the presence of magnetic fields. Thus, the authors of this 
experiment measured the relative intensity as the ratio of gamma-quanta produced by the 
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ionization of air molecules to the total number of ions flying out of the same viewed decay 
zone under the influence of the electrostatic field. This ratio is also proportional to the fine 
structure constant α = 1/137 and thus has the same order of magnitude as the BR in the case of 
neutron radiative decay. 

      Fig. 9. The single peak of “electron-photon” coincidences, shifted to the left of 0 – the 
time of electron registration – by 1 μs, published in [7, 8]. On the spectrum of triple 
coincidences (see Fig. 8) in our experiment a similar wide peak is located after the electron 
registration and there are no wide peaks before the beta-electron registration. 

After analysis of triple coincidences spectra with the help of the non-local response 
function Rγ(t,t′) we finalize the number of radiative neutron decays NT=360 with a statistics 
fluctuation of 60 events. B.R. can be expressed as a ratio of NT to ND as BR = NT / ND/k, 
where coefficient k=0.3 is the geometrical factor that we can calculate by using geometry of 
the facility as well as anisotropic emission of radiative gamma-quanta during neutron decay 
[4]. With the number of observed double e-p coincidences ND = 3.75·105 and triple e-p-γ 
coincidences NT = 360, one can deduce the value for the main characteristics of neutron 
decay, branching ratio B.R.= (3.2 ± 1.6)·10−3 (99.7 % C.L.) with the threshold gamma energy 
ω=35 keV. In this case we chose C.L.= 99.7%, which corresponds to an error of 3σ, and the 
resulting error was 50% of the mean B.R. If, however, we choose the standard confidence 
limit C.L.= 68% with an error of 1σ, the error is only 15% of the mean value. On the other 
hand, this experimental mean of B.R. = 3.2 is 1.5 times higher than that calculated by the 
standard model of electroweak interaction. This means that approximately one-third of the 
gamma quanta we recorded are structural. 

At least let us consider double electron-gamma coincidences in Fig. 10. As mentioned 
above, the spectrum of double coincidences should have two peaks, i.e. the peak that 
represents the response to the electron registration. It has no physical nature but represents the 
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response of the electronic system of the data acquisition and processing to the electron 
registration; and the second peak has a physical nature. This is the form of the time spectrum 
for the double electron-proton coincidences that we and the emiT group from NIST obtained 
during the beta decay experiments when the spectrum for the double electron-proton 
coincidences was obtained, where the second physical peak is associated with the registration 
of the beta decay event. If we and the emiT group had the task to obtain a spectrum of the 
double electron-gamma coincidences, then we would have also obtained a spectrum of two 
peaks, where the second peak, having a physical nature, would have lagged in time from the 
moment of electron registration by 1 μs and would have been associated with the emission of 
secondary gamma quanta arising at ionization of rarefied air in the experimental chamber. 
The authors of the “Nature letters” paper placed peak 1 µs before the registration of the 
electron and are now trying to “sell” the well-studied phenomenon of ionization for quite 
another rare effect of radiation decay of the neutron, where structural gamma-quanta can be 
emitted. The placement of the peak looks extremely ridiculous because for 1µs gamma-
quantum passes several hundred metres, whereas the size of their entire experimental setup is 
only 0.5 meters, and for this peak there is simply no room to emerge from! The peak of 
interest to us comes from a rare mode of neutron radiation decay, which can be detected only 
at registration of triple electron-proton-gamma coincidences, otherwise it simply ‘sinks’ in a 
significant gamma background.   

Fig. 10. The shape of the time spectrum for the double e-gamma coincidences based on the 
time spectrum of the triple e-p-gamma coincidences that we obtained (see Fig. 8). 

To conclude our review of the time coincidence spectra, it is appropriate to note again 
that it would be extremely naive to expect to see one single isolated peak of triple 
coincidences on the spectrum, Fig. 8, the value of which determines the number of registered 
neutron radiation decays. As can be seen in the block diagram of our data acquisition and 
processing system, Fig. 3, the signals from the gamma-ray detector are fed to the triple 
coincidence circuit directly. It is obvious that such an ideal picture of one single isolated peak 
is possible only in the ideal case where the gamma background is absent. In the real 
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experiment, however, the gamma background is not only significant but also has its own 
peaks. Given its presence on the final spectrum of triple coincidences, all peaks of double 
coincidence spectra should appear, in our case the spectrum of double electron-proton 
coincidences and the spectrum of double electron-gamma coincidences – we see these peak 
responses on the real spectrum of triple coincidences of electron, proton and gamma-quantum. 

Conclusions 

The main result of our experiment is the identification of neutron radiative decay 
events. The location and the width of the radiative peak correspond both to the estimates and 
the detailed Monte Carlo simulation of the experiment. We measured the relative intensity of 
rare neutron decay mode, B.R. = (3.2±0.53)·10−3 (with C.L.= 68% and gamma quanta energy 
over 35 keV). It means that the average experimental B.R. value exceeds the theoretical one 
calculated within the standard electroweak model by 1.5 times. At the same time, the 
deviation of the theoretical and experimental relative intensities exceeds the standard error of 
1σ. This fact means that the experiment detected additional structural gamma quanta, which 
are now emitted by the quark structure of the neutron during the transition of d quark to u 
quark. As follows from the comparison of experimental and theoretical values of the relative 
intensity of radiative gammas emitted during neutron decay, every third registered radiative 
gamma-quantum is a structural one.     

In order to confirm and more accurately determine the intensity of structural gamma 
quanta emission, it is necessary to conduct a new experiment with a larger volume of 
collected statistics and with a lower threshold of energies of registered gamma quanta. We 
prepared such experiment several years ago, however, due to the lack of a PIK research 
neutron reactor, we cannot conduct it on an intense beam of cold neutrons. 

The comparison of our results with the emiT group’s results on the spectra for regular 
neutron decay shows a complete coincidence. Both we and the emiT group obtained identical 
double-coincidence spectra with two peaks on the horizontal ionic background. We are very 
pleased to state this fact. Unfortunately, we cannot say same for another NIST group which 
claims to measure the relative intensity of neutron radiative decay.  

Not only do they not register triple coincidences, without which it is impossible to talk 
about the measurement of B.R., but they also cannot register neutron radiative decay events at 
all. Instead, the authors of the experiment study the emission of gamma quanta by residual air 
molecules in the chamber when they are ionized by beta electrons from neutron decay. This 
process is well studied and has nothing to do with neutron radiative decay. In nature, this 
effect of ionization of rarefied air by electrons is observed in the form of polar lights. At the 
same time, as can be seen from our triple coincidence spectrum in Fig. 8, this peak of delayed 
gamma quanta is located after electron registration with a considerable delay of the order of 
1µs and is well distinguished from the peak of neutron radiative decay. This result is in a 
sharp contradiction with the result of NIST group which published their only peak of double 
electron-gamma coincidence also for 1 microsecond, however not after, but before electron 
registration (see Fig. 9). That is in a sharp contradiction with results of elementary 
evaluations, this peak simply could not appear, if it is located at such a large distance before 
the electron registration. We consider the location of the peak of the double electron-gamma 
coincidences as suggested by the authors of the contribution to Nature [7] as a sheer 
misrepresentation, and we understand how it happened [13]. We strongly recommend that the 
NIST researches withdraw their contribution to Nature and submit a new one where the only 
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peak of the double electron-gamma coincidences is located where they actually observe it in 
the same 1 microsecond - not before but after the electron registration.  

We express our sincere gratitude to Academician E.P. Velikhov for his support, 
without which we would not have been able to conduct our experiments on neutron radiative 
decay, neither in France at ILL, nor in Germany at TUM. We would like to thank 
Academician S.S. Gerstein and Professor P. Depomier of Montreal University for their 
interest and discussions of our work. 
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New short-range forces (SRFs) caused by weakly interacting scalar or pseudo-scalar 
bosons are predicted in many theories beyond the Standard Model of particle physics. For 
example, dark matter could be explained by the existence of a weakly interacting boson, and 
some theories with extra spatial dimensions predict such a particle. Neutrons are useful tools 
in searches for these SRFs due to their neutrality and small electric polarizability. These 
properties minimize false effects in experimental searches for new interactions. Precision 
studies of the neutron whispering gallery effect, which is the confinement of neutron matter 
waves along a smooth curved surface, is a particularly promising method to search for these 
new forces. 

 By sending a cold neutron beam with a grazing incidence angle into a cylindrical cut 
of a MgF2 single crystal, intricate interference patterns have been observed during recent 
experiments at the Institut Laue Langevin. If new SRFs exist and interact with the neutrons in 
the whispering gallery through the nuclei in the crystal, these interference patterns will be 
perturbed. To look for those perturbations in the latest measurements, a theoretical model was 
developed to describe the observed interference patterns as a superposition of quasi-stationary 
states in a finite potential well. The potential well is formed by the neutron optical potential of 
the crystal and the centrifugal force experienced in the co-rotating reference frame of the 
neutron as it propagates along the surface of the cylinder. To incorporate the effects of the 
roughness of the mirror and the SRFs on the quasi-stationary states and their energies, 
logarithmic perturbation theory was used. A description of this model will be presented as 
well as the first analysis of the most recent experimental campaign. 

Introduction 
There are theories beyond the Standard Model which predict new short-range forces. 

These are motivated by the existence of dark matter, which could be explained by a new 
particle; in the framework of quantum field theory, a new particle could mediate a new force. 
Theories predicting the existence of extra-spatial dimensions may predict such a force as well. 
These SRFs can be modeled most simply as the exchange of massive spin zero bosons with 
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either scalar or pseudo scalar couplings to nucleons. They have scattering amplitudes in the 
non-relativistic limit corresponding to the tree-level diagrams in Fig. 1. 

 

         
Fig. 1. Feynman diagrams of scalar (S) and pseudo scalar (PS) interactions. 

In the Born approximation, these amplitudes can be associated with the Fourier transform of 
position space potential energies. It can be shown [1] that the scalar interaction produces a 
spin-independent Yukawa potential (𝑉𝑉𝑆𝑆) and the pseudo-scalar interaction produces a spin-
dependent potential (𝑉𝑉𝑃𝑃𝑃𝑃). 
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 is the Compton wavelength of the new boson of mass 𝑀𝑀. The strength of 
the new potential depends on the yet unknown coupling constants, as well as the number of 
nucleons 𝑁𝑁 being interacted with. Since this force has not been found thus far, it must be 
weak. To have any hope of measuring such a feeble interaction, it would be ideal to reflect a 
probe particle, say a neutron, off a system of many nucleons.  

Neutrons are useful as probes for new SRFs since they are electrically neutral and 
have a weak polarizability. This makes their sensitivity to stray electric fields small compared 
to other particles and minimizes false effects in experiments. A simple experiment one could 
imagine is to let a neutron interact with many nucleons via a SRF by reflecting it from a 
material slab [2]. To calculate the effect of SRFs from a slab on a neutron, one can integrate 
over the displacement between an incident neutron and the potential energies in (1) generated 
by nucleons in the slab. This integration results in the potential seen in Fig. 2 which adds (or 
subtracts, depending on the spin if the force is spin-dependent) to the optical potential deep 
inside the slab, creates a diffuse potential step near the surface, and goes to zero far above the 
surface.  

 

 
Fig. 2. Potential generated by SRF interactions between a neutron and a material slab.        

The slab is in the region 𝑥𝑥 < 0. 
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To enhance the experiment’s sensitivity to the diffuse potential generated by SRFs, 
one could imagine trying to reflect the neutron off the slab many times. This can be 
practically achieved if the slab is curved rather than flat. Neutrons propagating along the 
curved surface will then experience two potentials. First, from the surface of the mirror, 
which can most simply be modeled as a potential step where the height of the potential is the 
mirror’s neutron optical potential. The second, from the centrifugal force experienced by a 
neutron in its rotating frame of reference as it moves along the mirror surface. In this frame, 
the neutron looks as if it is propagating in a gravitational field with an effective gravitational 
constant of 𝑔𝑔 = 𝑣𝑣2/𝑅𝑅, where 𝑣𝑣 is the neutron’s velocity and 𝑅𝑅 is the radius of curvature of 
the mirror. Combined, the surface and centrifugal potentials form a finite potential barrier 
which neutrons can form quasi-bound quantum states in, these can be seen in Fig. 6. The 
confinement of neutrons waves along a curved surface, or in this potential well, is the neutron 
whispering gallery (WG) effect and was first observed at the Institute Laue Langevin (ILL) in 
2010 [3].  

In the following, we will describe a recent neutron WG experiment conducted at ILL 
in March 2024. Then we will discuss how to efficiently model the WG using a quasi-
stationary state expansion of the neutron wave function. First, in the simplest way with a 
perfectly smooth surface. Then, with a more realistic model, which includes perturbations 
from the mirror’s roughness as well as the new SRFs we are searching for. Finally, 
preliminary results of this modeling work will be shown as a fit to experimental data.  

Experimental Realization 

Fig. 3. A scheme of the WG experiment performed at D17. 

In March 2024, the neutron WG effect was measured at the D17 reflectometer at the 
ILL. There, cold neutrons enter the experimental area and pass through a double disk chopper 
to record the velocity of neutrons entering the gallery. From the chopper, neutrons enter a 
solid-state polarizer to filter out a spin state and a spin flipper downstream from the polarizer 
selects the neutrons’ spin. The beam then enters a collimation system which selects the 
allowed beam divergence and beam size incident upon the whispering gallery mirror. The 
mirror itself is a single crystal of MgF2 with a cylindrical cut of radius 𝑅𝑅 ≈ 30 mm and 
angular size Θ ≈ 40∘. The mirror is 100 mm long in the axial direction of the cylinder, half of 
that length is bare MgF2 and the other half has a 300 nm thick Au coating. Neutrons which 
get trapped in the WG propagate along the surface of the mirror and exit towards a position 
sensitive detector which records their scattering angle and velocity. 
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 There were two kinds of measurements during the experiment. In the first, the MgF2 
side was used, and a strong magnet was placed above it to produce a large field gradient at the 
surface. This gradient couples to the neutron’s magnetic moment and generates a force which 
adds or subtracts, depending on the neutron’s spin, to the centrifugal force and results in shifts 
of WG pattern which can be used to extract the strength of the applied gradient. This is a new 
effect which could be the basis of experiments which measure the gravitational acceleration of 
anti-atoms. The other experiment used the Au side of the mirror and had a weak magnetic 
field perpendicular to the surface to search for spin-dependent SRFs. This magnetic field 
aligns the spins perpendicular to the surface to enhance the effect of potential spin-dependent 
SRFs. The data that will be shown and the modeling done thus far is only for the first 
measurement. 
 

Theoretical Description 
For the remainder of this paper, all quantities will be represented with the 

dimensionless variables 𝑥𝑥, 𝜖𝜖 and 𝑡𝑡. These correspond to the real position 𝑋𝑋 = 𝑥𝑥𝑙𝑙0, energy 

𝐸𝐸 = 𝜖𝜖𝐸𝐸0 and time 𝑇𝑇 = 𝑡𝑡𝑇𝑇0, where 𝑙𝑙0 = � ℏ2

2𝑚𝑚2
𝑅𝑅
𝑣𝑣2
�
1
3, 𝐸𝐸0 = ℏ2

2𝑚𝑚𝑙𝑙02
, and 𝑇𝑇0 = ℏ

𝐸𝐸0
 are the 

characteristic length, energy, and time scales, respectively, of the WG states. To simulate the 
measured interference patterns generated in the gallery, the wave function of neutrons 
incident upon the mirror is propagated along the gallery and to the detector, see the diagram 
in Fig. 4.  

 

 
 

Fig. 4. A diagram of the different simulation regions. A plane wave is used as an initial state 
that’s propagated along the mirror surface. At the end of the mirror, the final wave packet’s 

Fourier transform is taken to determine the measured flux distribution. 

The initial wave function is modeled as a plane wave. This is motivated by the choice to make 
the incident beam size ~100 μm, which is much larger than the characteristic sizes 𝑙𝑙0 of the 
WG states populated in the experiment, which are about 30 − 130 nm, depending on the 
wavelength. The plane wave is propagated along the mirror surface by treating the azimuthal 
direction semi-classically, and the radial wave function is calculated by solving the 
Schrödinger equation for the linear potential step model found in Fig. 6. After reaching the 
other end of the mirror, the final wave packet propagates in free space towards a detector. In 
the far field limit, the shape of the exiting wave packet evolves into the shape of its Fourier 
transform, or velocity distribution. 
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The eigenstates 𝜓𝜓𝜖𝜖 of the potential seen in Fig. 6 are part of a continuous energy 
spectrum, and the wave function at any time (or azimuthal position) can be described as a 
superposition of those states with  

           𝜓𝜓(𝑥𝑥, 𝑡𝑡) = � 𝑐𝑐𝜖𝜖𝜓𝜓𝜖𝜖(𝑥𝑥)𝑒𝑒−𝑖𝑖𝑖𝑖𝑖𝑖𝑑𝑑𝑑𝑑
∞

−∞
, 𝑐𝑐𝜖𝜖 = � 𝜓𝜓0(𝑥𝑥′)𝜓𝜓𝜖𝜖∗(𝑥𝑥′)𝑑𝑑𝑥𝑥′

∞

−∞
. (2)  

The eigenstates are constructed with the airy functions Ai and Bi and have the form 

           𝜓𝜓𝜖𝜖 ∝ �
𝑓𝑓𝜖𝜖Ai(𝑥𝑥 − 𝜖𝜖) 𝑥𝑥 > 0

Ci+(𝑥𝑥 + 𝑢𝑢 − 𝜖𝜖) − 𝑆𝑆𝜖𝜖Ci−(𝑥𝑥 + 𝑢𝑢 − 𝜖𝜖) 𝑥𝑥 ≤ 0  , (3) 

where Ci±(𝑧𝑧) = Ai(z) ± 𝑖𝑖Bi(z) are incoming (+) and 
outgoing (−) waves in the sense that their probability 
currents are positive and negative, respectively. The 
amplitudes 𝑓𝑓𝜖𝜖 and 𝑆𝑆𝜖𝜖 are determined by the condition of 
continuity of 𝜓𝜓𝜖𝜖 and its derivative at 𝑥𝑥 = 0. The above 
integrals prove quite difficult to calculate in the case of 
larger potential steps 𝑢𝑢 due to the presence of sharp poles 
that approach the real energy line in the scattering 
amplitude 𝑆𝑆𝜖𝜖, as seen in Fig. 5. 

Rather than doing this integration directly, the 
poles can be used by integrating over a contour which 
follows the real energy axis and encloses the poles 
beneath it. Then, by the residue theorem, one can write 

 𝜓𝜓(𝑥𝑥, 𝑡𝑡) = �𝑐𝑐𝑛𝑛𝜓𝜓𝑛𝑛(𝑥𝑥)𝑒𝑒−𝑖𝑖𝜖𝜖𝑛𝑛𝑡𝑡
𝑛𝑛

+ 𝐸𝐸(𝑥𝑥, 𝑡𝑡) , (4) 

where 𝐸𝐸(𝑥𝑥, 𝑡𝑡) is an error term generated by the integral closing the contour beneath the poles. 
These poles are associated with so-called quasi-stationary states 𝜓𝜓𝑛𝑛 which, unlike stationary 
states, decay with time since they are trapped in a potential well with a finite barrier that can 
be traversed by tunneling or transmission. They can be seen in Fig. 6. Mathematically, the 
decay of these states comes from their complex energy levels 𝜖𝜖𝑛𝑛, which have negative 
imaginary parts. The sum in the above expression is the quasi-stationary state expansion 
(QSE) and is a computationally more efficient way of calculating the wave function’s time 
evolution. 

However, the validity of the QSE is not obvious due to the presence of the error term 
𝐸𝐸. To check how it performs, a numerical simulation was developed to calculate the 
propagation of the wave function along the mirror surface. Since neutrons that tunnel into the 
mirror should disappear from the triangular well, as seen in Fig. 6, the simulation is 
implemented with transparent boundary conditions [4]. This allows wave packets incident 
upon the edge of the computational region to exit without unphysical reflections back into the 
potential well. When comparing the numerical simulation to the QSE, we find that for short 
times they disagree significantly, but in the large 𝑡𝑡 limit there’s good agreement, see Fig. 7. 

Fig. 5. Magnitude of 𝑆𝑆𝜖𝜖 plotted 
on the complex energy plane. 

Colors denote the phase. 
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Neutrons which traverse the gallery satisfy this long-time condition, so we find the QSE 
satisfactory for modeling our measurements. 

 

 
Fig. 6. The first 5 quasi-stationary states in a WG potential with a sharp step. The solid lines 

are the real parts and the dashed lines are the imaginary parts of the eigenstates. The solid 
black line is the potential energy. For clarity, each state is vertically displaced by its 

dimensionless energy. 

 
Fig. 7. A comparison of the numerical simulation and the QSE of the evolution of a Gaussian 

wave packet. 

Unfortunately, the step potential model of the mirror used thus far may be an 
oversimplification. The mirror has a rough surface which must be considered. To do so, we 
smoothen out the potential step and model the mirror surface with a Woods-Saxon potential. 
This model is chosen since it has exact solutions in the absence of external fields, which make 
approximating WG solutions with a rough potential more mathematically tractable. We are 
also trying to measure the effect of new short-range forces on the whispering gallery, so their 
potential contribution must also be considered. Fig. 8 shows the effect of these two potentials, 
where the new force is assumed to be the Scalar interaction.  
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Fig. 8. WG models assuming a smooth mirror, a rough mirror, and a rough mirror with SRFs. 

To consider these perturbations, one could try to use the standard Rayleigh-
Schrödinger perturbation theory (RSPT) of bound states on the quasi-stationary states to 
extract corrections to their energies and wave functions. However, this fails since RSPT 
demands that the states form a complete basis, and quasi-stationary states do not necessarily 
satisfy this condition. An alternative which does not depend on this condition is logarithmic 
perturbation theory (LPT) [5]. Instead of expanding an eigenstate and its energy directly into 
a perturbation series and inserting them into the perturbed Schrödinger equation, as is done in 
RSPT, one can instead expand the logarithm of the state 𝐺𝐺 = log𝜓𝜓 and its eigenenergy as a 
perturbation series. We can write the Schrödinger equation in terms of 𝐺𝐺 with an unperturbed 
potential 𝑉𝑉0 and a perturbed potential 𝑉𝑉1 as 

−𝜓𝜓′′ + (𝑉𝑉0 + 𝜆𝜆𝑉𝑉1)𝜓𝜓 = 𝜖𝜖𝜖𝜖 →  𝐺𝐺′′ + 𝐺𝐺′2 = 𝑉𝑉0 + 𝜆𝜆𝑉𝑉1 − 𝜖𝜖. (5) 

The 𝜆𝜆 factor is simply a bookkeeping device to be set to 1. The perturbation series to be 
calculated is then  

𝐺𝐺 = 𝐺𝐺0 + 𝜆𝜆𝐺𝐺1 + 𝜆𝜆2𝐺𝐺2 + ⋯     𝜖𝜖 = 𝜖𝜖0 + 𝜆𝜆𝜖𝜖1 + 𝜆𝜆2𝜖𝜖2 + ⋯ , (6)  

the terms of which can be found by inserting these series into the Schrödinger equation and 
matching terms with the same order of 𝜆𝜆 to yield 

𝐺𝐺0′′ + 𝐺𝐺′2 = 𝑉𝑉0 − 𝐸𝐸0
𝐺𝐺1′′ + 2𝐺𝐺0′𝐺𝐺1′ = 𝑉𝑉1 − 𝐸𝐸1

𝐺𝐺2′′ + 2𝐺𝐺2′𝐺𝐺0′ = −𝐸𝐸2 − 𝐺𝐺1′
2

 . (7)

To make the problem tractable, we only consider perturbations of finite range. This 
way, when we solve the above equations, we can take advantage of the boundary condition 
that outside the range of the potential, 𝐺𝐺 ∝ 𝐺𝐺0, which is the unperturbed solution. Up to first 
and second order, it can be shown that 

𝜖𝜖1 =
∫ 𝑉𝑉1(𝑥𝑥)𝜓𝜓02
𝑏𝑏
𝑎𝑎 𝑑𝑑𝑑𝑑

∫ 𝜓𝜓02
𝑏𝑏
𝑎𝑎 𝑑𝑑𝑑𝑑 + 𝐺̇𝐺0′𝜓𝜓02�𝑎𝑎

𝑏𝑏 , 𝜖𝜖2 = −
∫ 𝐺𝐺12𝜓𝜓02
𝑏𝑏
𝑎𝑎 𝑑𝑑𝑑𝑑 + 1

2 𝜖𝜖1
2𝐺𝐺0̈

′𝜓𝜓02�𝑎𝑎
𝑏𝑏

∫ 𝜓𝜓02
𝑏𝑏
𝑎𝑎 𝑑𝑑𝑑𝑑 + 𝐺̇𝐺0′𝜓𝜓02�𝑎𝑎

𝑏𝑏  , (8)  
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 𝐺𝐺1(𝑥𝑥) = �

1
𝜓𝜓02(𝑥𝑥′)

� (𝑉𝑉1(𝑥𝑥′′) − 𝜖𝜖1)𝜓𝜓02𝑑𝑑𝑥𝑥′′
∞

𝑥𝑥′
𝑑𝑑𝑥𝑥′

∞

𝑥𝑥
,

𝐺𝐺2(𝑥𝑥) = −�
1

𝜓𝜓02(𝑥𝑥′)
� �𝐺𝐺1′

2(𝑥𝑥′′) + 𝜖𝜖2�𝜓𝜓02𝑑𝑑𝑥𝑥′′
∞

𝑥𝑥′
𝑑𝑑𝑥𝑥′,

∞

𝑥𝑥

                                (9)  

 
where 𝑎𝑎, 𝑏𝑏 are outside the potential range. The notation 𝐺̇𝐺 should be interpreted as 𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
. To 

extract corrections to the wave function, we expand the function  
 

                𝜓𝜓 = 𝑒𝑒𝐺𝐺 = 𝜓𝜓0 �1 + 𝜆𝜆𝐺𝐺1 + 𝜆𝜆2 �
1
2
𝐺𝐺12 + 𝐺𝐺2 �� = 𝜓𝜓0 + 𝜆𝜆𝜓𝜓1 + 𝜆𝜆2𝜓𝜓2 + ⋯ .               (10)  

 
 To verify that this perturbation theory works for our purposes, we compared it to an 
exactly solvable problem. We can model the roughness model of the WG using the linear 
potential with a step, as before, but now in the region surrounding the step, we replace the 
potential with only the Woods-Saxon potential. [6] In this model, the linear portions of the 
potential are exactly solved with Airy functions, and the Woods-Saxon section is solved with 
Hypergeometric functions [7]. For small roughness (or the size of the diffusiveness of the 
potential), our model potential and this approximate potential are nearly indistinguishable, as 
seen in Fig. 9. 
 

 
Fig. 9. WG model with roughness and an exactly solvable model which approximates it. 

 
The eigenenergies and eigenstates for the solvable model were found and compared to a 
perturbation series which tries to solve the same model. Fig. 10 shows that agreement 
between the eigenenergies calculated with LPT and those found with the exact model 
consistently improves with each additional order of perturbation, and the same is true for the 
eigenstates, validating this approach. 
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Fig. 10. The top row of each plot shows the results of the perturbation series with the 
unperturbed and exact solutions to the approximate roughness model. The bottom row shows 

the difference between each order of perturbation and the exactly solvable model. The 
difference between the exact solution and the perturbation series becomes smaller with each 

successive order of correction. 

Using the formalism developed, experimental data was fit with maximum likelihood 
estimation. The initial fit only considers parameters of the instrument, i.e., the detector 
distance, timing offset of time-of-flight system, time-of-flight distance. The parameters 
pertaining to the mirror, like its average roughness size, angular size, and radius of curvature 
are not yet fit. Although, separate measurements using neutrons, x-rays, and optical 
microscopy were done to characterize these parameters and are used as inputs into the 
simulation. The results can be seen in Fig. 11 and show good qualitative agreement between 
theory and experiment.  
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Fig. 11. The pattern on the left is experimental data collected at D17 during the measurement 
with the  𝑀𝑀𝑀𝑀𝐹𝐹2 surface.  The measurement was spin averaged to simplify the analysis and 

reduce the effect of the applied magnetic field. The color indicates the number of counts. The 
image on the right is a simulation with the instrument parameters fit to the data on the left. 

Conclusion 
A model of the neutron whispering gallery effect is developed using a quasi-stationary 

state expansion and logarithmic perturbation theory. These techniques were validated by 
numerical simulations and comparison to an exactly solvable model and are now being used 
to simulate data. Simulations using these techniques qualitatively reproduced recently 
measured data, but more analysis work is to be done. With this formalism, we are also 
equipped to calculate the effect of new short-range forces and work is now being done to 
place constraints on spin-dependent and spin-independent SRFs.  
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Introduction 
 
Cryogenic neutron moderators are an important part of the IBR-2M research pulsed reactor 
located at the Joint Institute for Nuclear Research (JINR) in Dubna. Their main task is to slow 
down neutrons to low energies, which is necessary for conducting various experiments. For 
this purpose, frozen beads made from a mixture of mesitylene and m-xylene are used. These 
beads, due to their properties at extremely low temperatures, effectively reduce the speed of 
neutrons. The production of such beads requires strict control to ensure their quality and 
safety of use in the cryogenic moderator at the reactor. The article presents a device that 
applies the reverse Leidenfrost effect to create a dispersed moderating substance, which 
improves both the efficiency and safety of the process. 
 
Reverse Leidenfrost Effect 
 
The reverse Leidenfrost effect occurs when a drop of liquid, such as a mixture of mesitylene 
and m-xylene, falls onto a surface with a temperature significantly below its boiling point, in 
this case, liquid nitrogen. Upon contact of the drop with liquid nitrogen, intense evaporation 
of nitrogen occurs at the point of contact. This creates a thin vapor cushion under the drop, 
isolating it from direct contact with the liquid. This isolation slows down heat exchange, 
allowing the drop to "hover" above the surface. This effect plays a key role in the freezing 
process, as it ensures uniform cooling of the drops and prevents them from sticking together, 
which is critical for obtaining homogeneous and high-quality beads. 
 
Device and Production Process of Beads 
 
A special device has been developed for the production of frozen beads, consisting of a 
cryostat and a dropper. The cryostat is a vertical vessel filled with liquid nitrogen, insulated 
with a vacuum jacket to minimize heat inflows. Inside the cryostat, there are cells that 
separate the drops, preventing them from merging during freezing. The dropper forms drops 
of the mixture of mesitylene and m-xylene, which then fall into the cryostat. In liquid 
nitrogen, the drops turn into solid beads with a diameter of 3.6 to 3.9 mm, which accumulate 
at the bottom of the vessel. This process ensures high uniformity of the beads and minimizes 
defects, which is important for their application in neutron moderation. 
 
Analytical Approach to Calculating the Formation Time of Beads 
 
To determine the time required for the formation of the beads, the authors applied an 
analytical model based on the concept of a vapor cushion. The model assumes that the 
freezing process is quasi-static, the drops are spherical, and crystallization occurs uniformly. 
The calculations take into account parameters such as the radius of the drop, the melting 
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temperature of the mixture, the Leidenfrost temperature, and the thermophysical 
characteristics of the materials. For example, for a drop with a radius of 1.875 mm, the model 
predicts a cooling time to the melting temperature of about 3 seconds. This approach not only 
allows calculating the duration of the process but also optimizing production conditions to 
increase efficiency. 
 
Formation of Solid Frozen Beads 
 
The process of forming the beads goes through several stages. First, the drop, upon entering 
liquid nitrogen, levitates above the surface due to the vapor cushion, which ensures its gradual 
and uniform cooling. Then, crystallization begins, and the drop turns into a solid bead. The 
levitation time depends on the size of the drop and the Leidenfrost temperature: for example, 
for a bead with a radius of 1.8 mm, it is about 10 seconds. When the temperature of the bead 
drops below the Leidenfrost temperature, the vapor cushion disappears, the bead sinks into the 
liquid nitrogen and completely freezes. This mechanism ensures the correct shape and 
structure of the beads. 
 
Results and Their Significance 
 
The applied analytical model demonstrates good agreement with experimental results, 
confirming its accuracy and practical value. It allows predicting the formation time of the 
beads depending on their size and other conditions. However, about 5% of the beads turn out 
to be defective due to the heterogeneity of their sizes, which is associated with random 
fluctuations during the detachment of drops from the dropper. Despite this, the study lays the 
foundation for further improvement of the technology, which can enhance the safety and 
performance of cryogenic moderators in the future. 
 
Conclusions and Prospects 
 
The authors plan to continue working on accelerating the bead production process and 
creating an automated device with high productivity, which exceeds the existing one by 20 
times. It is also expected to eliminate the influence of random factors, such as the instability 
of drop formation, by accumulating additional experimental data. The developed methods and 
model open up opportunities for creating more reliable systems for producing moderating 
substances, which is of great importance for the operation of cold neutron sources and 
ensuring their safety. 
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Angular distributions of gamma quanta emitted in radiative neutron capture process 
were measured in the neutron energy region of the p-wave resonance of 35Cl nucleus. The 
expressions of the effect of forward-backward asymmetry and anisotropy in the angular 
distribution of gamma quanta for investigated nucleus were obtained in a frame of the mixing 
states of compound nucleus with the same spin I= 3/2 and opposite parities formalism. The 
partial neutron widths, Г𝑝𝑝,1/2

𝑛𝑛  and Г𝑝𝑝,3/2
𝑛𝑛  , were obtained using both the experimental data and 

theoretical evaluations of the effects of forward-backward asymmetry and anisotropy of 
gamma quanta. 

An investigation of a ratio of the partial neutron widths in the two-component neutron 
resonance of an excited nucleus was initiated by F.L. Shapiro in 1967 [1]. At the Frank 
Laboratory of Neutron Physics, JINR a bundle of experiments for  determination of  angular 
dependence of scattered neutrons as well as of the partial neutron widths ratio were carried 
out in 1964–1993 by G.S. Samosvat group [2]. A discovery of spatial parity violation in 
nuclear fission in 1977 stimulated theoretical [3] and experimental works [4–6] for a search of 
the effects of such violation in neutron-nuclear interactions. As was shown in ref. [7], the 
Г𝑝𝑝,1/2
𝑛𝑛  value supports an important role in P-odd asymmetry in transmission of neutrons. In 

this connection, in FLNP, JINR experimental investigations of forward-backward asymmetry 
and right-left asymmetry of gammas from (n,γ) reaction were started in order to discover P-
even  �𝑘𝑘�⃗ 𝑛𝑛𝑘𝑘�⃗ 𝛾𝛾� and �𝑠𝑠𝑛𝑛�𝑘𝑘�⃗ 𝑛𝑛𝑘𝑘�⃗ 𝛾𝛾�� correlations, correspondingly. At that a sizeable P-odd 
asymmetry in neutron transmission was discovered on 117Sn and 113Cd nuclei [8]. The 
experimental results presented in [8] was analyzed according to developed formulae from 
paper [9], in which (n,γ) reaction at nuclei with spin ½ is considered. Moreover, the limit for a 
value of P-even and T- noninvariant amplitude in (n,γ) reaction was assigned in [10]. 

Recently, investigation series [11–16] was published, in which angular distributions of 
γ-quanta were measured from (n,γ) reaction on 139La, 117 Sn, 113 Cd , 81Br and 131Xe nuclei 
using germanium detectors of high-resolution permitted an effective isolation of γ-
transmissions. These experiments were carried out in a framework of training for a search of 
T-invariance violation. In the significant work [17] the neutron partial widths Г𝑝𝑝,1/2

𝑛𝑛  and 
Г𝑝𝑝,3/2
𝑛𝑛  were determined with the use of polarized neutrons on 139La polarized nuclei. 

In connection with an accepted decision to continue in PLNP, JINR the research 
program for a study of p-wave resonances offered in refs. [2,8] , a prototype of “Gamma” 
installation was created at 11-meter flight-path of 4th channel of the source of resonance 
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neutrons (IREN) for investigation of P-even angular correlations in nuclear p-wave 
resonances of (n,γ) reactions. 

According to papers [2,8,9] differential cross section of (n,γ) reaction for a flux of 
unpolarized neutrons can be presented as: 
   

𝑑𝑑2𝜎𝜎𝛾𝛾 (𝐸𝐸𝑛𝑛,𝜃𝜃)
𝑑𝑑𝐸𝐸𝑛𝑛

𝑑𝑑𝑑𝑑 = 𝐴𝐴�𝑎𝑎0 + 𝑎𝑎1(𝐸𝐸𝑛𝑛)𝑃𝑃1(𝜃𝜃) + 𝑎𝑎2(𝐸𝐸𝑛𝑛)𝑃𝑃2(𝜃𝜃)�.                        (1) 
 
Here A is a constant,   𝑎𝑎0 = 𝐴𝐴 �|𝑈𝑈𝑠𝑠|2 + �𝑈𝑈𝑝𝑝�

2
�  is a cross section of the (n,γ) reaction,            

𝑎𝑎1 = 𝑅𝑅𝑅𝑅�𝑈𝑈𝑠𝑠𝑈𝑈𝑝𝑝∗� ∙ 𝑓𝑓1(𝑥𝑥, 𝑦𝑦),   𝑎𝑎2 = �𝑈𝑈𝑝𝑝�
2
∙ 𝑓𝑓2(𝑥𝑥,𝑦𝑦),   Us and Up are reaction amplitudes, P1(θ) 

and P2(θ) are Legendre polynomial terms at neutron orbital moments l=1 and l=2, 𝑥𝑥2 = Г𝑝𝑝,1/2
𝑛𝑛  

and 𝑦𝑦2 = Г𝑝𝑝,3/2
𝑛𝑛 . Suppose for a simplicity that both multiplicity of γ-quanta, ν, and detection 

efficiency of gammas, ε, are equal to 1.  
In any case, a number of recorded gammas, Nγ, can be written as: 
 

𝑁𝑁𝛾𝛾 = 𝜈𝜈 ∙ 𝜀𝜀 ∙ 𝑁𝑁0�1 − 𝑒𝑒𝑒𝑒𝑒𝑒(−∑ (𝐸𝐸𝑛𝑛)𝑡𝑡 𝐿𝐿)� ∙ ∑ (𝐸𝐸𝑛𝑛,𝜃𝜃)
∑ (𝐸𝐸𝑛𝑛)𝑡𝑡

𝛾𝛾 .                     (2) 
 
Here 𝑁𝑁0 is a number of incident neutrons with energy 𝐸𝐸𝑛𝑛, ∑ (𝐸𝐸𝑛𝑛)𝑡𝑡  is a total macroscopic cross 
section, L is a thickness of the investigated sample, ∑ (𝐸𝐸𝑛𝑛)𝛾𝛾  is a macroscopic cross section of 
(n,γ) reaction. If to choose θ angles in such a way that cos2(θ) = 1/3, so a term with 𝑎𝑎2 in (1)  
disappears, and a difference of γ-quanta emitted forward and backward is: 
 

𝑁𝑁𝛾𝛾𝐹𝐹 − 𝑁𝑁𝛾𝛾𝐵𝐵 = 2
√3
𝜈𝜈 ∙ 𝜀𝜀 ∙ 𝑁𝑁0�1 − 𝑒𝑒𝑒𝑒𝑒𝑒(−∑ (𝐸𝐸𝑛𝑛)𝐿𝐿𝑡𝑡 )� ∙ ∑ (𝐸𝐸𝑛𝑛)𝑎𝑎1/∑ (𝐸𝐸𝑛𝑛)𝑡𝑡𝛾𝛾                      (3) 

 

and a sum of γ-quanta emitted forward and backward in this case is: 

𝑁𝑁𝛾𝛾𝐹𝐹 + 𝑁𝑁𝛾𝛾𝐵𝐵 = 2
√3
𝜈𝜈 ∙ 𝜀𝜀 ∙ 𝑁𝑁0�1 − 𝑒𝑒𝑒𝑒𝑒𝑒(−∑ (𝐸𝐸𝑛𝑛)𝐿𝐿𝑡𝑡 )� ∙ ∑ (𝐸𝐸𝑛𝑛)/∑ (𝐸𝐸𝑛𝑛).𝑡𝑡𝛾𝛾                    (4) 

 

The ratio of equations (3) and (4) defines 𝑎𝑎1 coefficient [8]: 

𝑎𝑎1 = �𝑁𝑁𝛾𝛾𝐹𝐹 − 𝑁𝑁𝛾𝛾𝐵𝐵�/�𝑁𝑁𝛾𝛾𝐹𝐹 + 𝑁𝑁𝛾𝛾𝐵𝐵�.                                        (5) 
 
As is shown in [8,9], energy dependence of  𝑎𝑎1 coefficient near p-wave resonance have the 
following form:  
 

𝑎𝑎1(𝐸𝐸𝑛𝑛) ≈ (2(𝐸𝐸 − 𝐸𝐸0)/Г)/(4(𝐸𝐸 − 𝐸𝐸0)2/Г2 + 1)                          (6) 
 
and the 𝑎𝑎1 value decreases more than a hundred times by integration of equation (6) within 
the range from (Е0 – 10Г) to (Е0 +10Г). Such approach was used in [2] for determination of 
𝑎𝑎2 coefficient. 
 This work aim was an exploring of ability for the prototype of the “Gamma” 
installation to operate in the region of neutron energies up to 400 eV. The granular CaCl2 
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sample was taken as a target to investigate 35Cl(n,γ)-reaction. P-odd and P-even correlations 
were earlier investigated at the 35Cl nuclei both in (n,γ)-reaction and in (n,p)-reaction with 
thermal neutrons [19,20], and there was an attempt to measure forward-backward asymmetry 
of the reaction products near p-wave resonance with En=398 eV [21].  

An average power of electron beam of the IREN installation at the time of our 
experiment was 1.5 kW, pulse repetition frequency – 50 Hz, electron pulse duration – 100 ns. 
Electron pulse was focused at tungsten target as a spot with 35 mm in diameter. A density of 
resonance neutron flux measured using gold foils activation was 𝑓𝑓𝑟𝑟𝑟𝑟𝑟𝑟 ≈ 6 ∙ 103n/(s⋅cm2) [18]. 

Total measuring time for 35Cl(n,γ)-reaction with cylindrical target of CaCl2 (granules 
in glass container with a height of 20 mm and diameter of 80 mm) was 25 hours (4.5×106 

electron pulses). A gammas angular distribution was registered by six BGO scintillation 
detectors, which were installed under 550, 900, 1250, 2350, 2700, and 3050 angles relative to 
neutron flux direction. Registration efficiency of γ-quanta with the energy 1.1 MeV and 1.3 
MeV amounted to 5⋅10−3. A typical parabolic dependence of γ-quanta energy on amplitude 
channel of analyzer was shown in Fig.1. 
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Fig. 1. Energy calibration of amplitude analyzer. 

All detectors were calibrated by lines of 137Cs (661 keV), 60Co (1173 keV and 1330 
keV), 228Th (2620 keV), as well as by 4430 keV and 7600 keV кэВ lines of 56Fe(n,γ)57Fe 
reaction in such a way as to make measured γ-spectra practically identical for all detectors. 

Fig.2 presents amplitude γ-spectra measured by one of detectors, where black line 
shows γ-spectrum in the neutron energy region of p-wave resonance (corresponded to the 
390–404 eV interval of the time-of-flight γ-spectrum), and background γ-spectra at the 
energies lower (interval of 378–389 eV of the time-of-flight spectrum) and higher (403–413 
eV) than p-wave resonance location is shown by red line. 

A difference of these amplitude γ-spectra is evident. The hydrogen line 2.23 MeV is 
especially prominent, and γ-spectra of all detectors were normalized just by this line in order 
to have the same size of integral of total capture for hydrogen line in both “ under peak” and 
“background” intervals.  
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Fig. 2. Amplitude spectra of γ-quanta: black line – γ-spectrum in the neutron energy region of 
p-wave resonance; red line – background γ-spectrum at the energies lower and higher than p-

wave resonance location.  
 

Fig.3 presents an amplitude spectrum of γ-quanta from 35Cl(n,γ)-reaction connected 
with neutron capture in the 398-eV p-wave resonance (“background” spectrum is extracted 
here) for one of the detectors. 
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Fig.3. Amplitude spectrum of γ-quanta from 35Cl(n,γ)-reaction corresponded to the 390–404 
eV interval of the time-of-flight spectrum (in the region of the 398-eV p-wave resonance). 

  
In contrast to measurements of forward-backward and right-left asymmetries in (n,γ)-

reaction at 117Sn and 113Cd nuclei [8], where the line of high-energy E1-transition 
predominates, in (n,γ)-reaction on 35Cl there is no any strongly dominated  line. And as was 
shown in [9], in γ-quanta cascade a nulling of forward-backward asymmetry, in principle, is 
possible, as its value randomly depends on final state of the cascade.  

Time-of-flight spectra of neutrons in the region, which concludes the investigated p-
resonance, for all detectors, installed under indicated forward and backward angles relative to 

40



neutron beam, were divided into 7 energy parts (2 eV each). In the amplitude spectra of each 
2 eV-interval for each detector the line of 1959 keV transition was selected, and its areas were 
calculated after background extracting in all intervals of all detectors. 

In the upper picture of Fig.4 the summarized counts of the peaks of “forward” (black 
points) and “backward” (open points) detectors depending on middle neutron energy of 2 eV-
intervals are presented. The lower picture of Fig.4 shows the energy dependence of the 
coefficient of forward-backward asymmetry, which is a ratio of difference of the summarized 
counts of “forward” and “backward” detectors to their sum: 

 
𝑁𝑁𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓(𝐸𝐸) − 𝑁𝑁𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏(𝐸𝐸)
𝑁𝑁𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓(𝐸𝐸) + 𝑁𝑁𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏(𝐸𝐸). 

 
 The uncertainties are statistical ones with taking into account extracted backgrounds. 
 

 

Fig.4. Dependences on the incident neuron energy (X-axis: middle energy of 2 eV-intervals 
in eV) of summarized counts of “forward” (black points) and “backward” (open points) 
detectors – upper picture and of the forward-backward asymmetry of gammas – lower 

picture. 
 
Conclusion 
 

In summary we can say that in the process of experimental studying of 35Cl(n,γ)-
reaction near two-component p-wave resonance, the procedure was constructed for measuring 
P-even correlations. In spite of insufficiently high resolution of used BGO-detectors the 
measured experimental amplitude γ-spectra allowed obtaining of the coefficient of forward-
backward asymmetry in the 1959 keV primary transition of the cascade decay of the p-wave 
resonance of 398 eV.  
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175,176Lu (n,γ)176,177Lu reactions were studied via radiative capture of resonance 
neutrons at the CSNS Back-n White Neutron Source. Using the time-of-flight (ToF) 
technique, γ-ray spectra for isolated resonances were measured. The experiment was 
conducted with a coaxial HPGe gamma detector equipped with an anti-Compton system, 
positioned 20 cm from the target. A 60 g sample of metallic natural lutetium (natLu) with 
99.9% purity (dimensions: 60×2.2 mm) was used as the target, located 76 m from the 
spallation target in the ES#2 experimental hall. The ToF spectrum was measured in the        
1–700 eV energy range, with sufficient γ-ray statistics up to 100 eV. The measurement time 
was approximately 200 hours. The ToF resolution enabled the extraction of γ-ray spectra from 
16 neutron resonances for the 175Lu(n,γ)176Lu reaction. Due to the low natural abundance of 
176Lu (2.6 %), γ-ray spectra were obtained from 10 resonances for 176Lu (n,γ)177Lu reaction. 
This work focused mainly on the identification and analysis of primary gamma transitions in 
176Lu. 

 
 

Introduction 
 

Understanding primary gamma transitions following resonance neutron capture is 
fundamental for exploring the nuclear structure and decay dynamics of deformed nuclei such 
as 176Lu and 177Lu. Early benchmark studies provided important measurements of E1 and M1 
gamma-transition intensities for the 175Lu(n,γ)176Lu reaction [1−3]. These pioneering works 
revealed how γ-rays populate low-lying excited states belonging to different rotational and 
vibrational bands, and offered initial insights into phenomena like K-mixing.  

However, despite these valuable contributions, the available experimental data have 
remained limited for decades. Previous measurements typically covered only a small number 
of neutron resonances – four and seven resonances for Jπ = 4+ and Jπ = 3+, respectively – and 
were mainly restricted to the 0–50 eV neutron energy range. Furthermore, the low natural 
abundance of 176Lu (2.6 %) has historically posed challenges for obtaining sufficiently 
detailed spectra, resulting in significant gaps in the available information on partial gamma 
widths and the detailed decay pathways of the compound nuclei [4]. 
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With the advent of modern neutron sources and advanced detection technologies, it 
has become possible to revisit these reactions with higher precision and over broader energy 
ranges. One of this modern neutron sources is China Spallation Neutron Source (CSNS) [5]. 
This facility provides high-intensity pulsed neutron beams suitable for time-of-flight 
measurements, allowing us to resolve isolated resonances up to several mega electron volts 
[6]. Motivated by this, we have carried out new measurements of the 175,176Lu(n,γ)176,177Lu 
reactions at the CSNS Back-n White Neutron Source [7].   

In this paper, we focus in particular on the identification and analysis of primary 
gamma transitions in 176Lu following resonance neutron capture and on their detailed 
comparison with evaluated data from the existing literature. This work demonstrates how the 
new experimental results are consistent with previous datasets and how further improvements 
on event statistics can be made.    

 
Experimental details 

Fig. 1 shows a photograph of the experimental setup used at the ES#2 station of the 
Back-n White Neutron Source at CSNS. The setup consists of four main components: the 
target holder with the natLu target, the coaxial HPGe detector with its anti-Compton system, 
the surrounding passive shielding, and the data acquisition system. As the target, it was used a 
60 g natLu sample with 99.9% purity and with dimensions of 60 × 2.2 mm to minimize neutron 
self-shielding while maximizing capture yield. Key experimental conditions included a 76 m 
flight path, 160 kW beam power, 200 hours of measurement time, a neutron energy range of 
1–700 eV, and an average neutron flux at the sample position of approximately                 
2×104 neutrons/cm²/s [6]. 

 

Fig. 1. Experimental setup at the ES#2 station of the CSNS Back-n White Neutron Source. 

The HPGe detector was positioned at a distance of 20 cm from the target at an angle 
optimized to maximize the solid-angle coverage while minimizing scattering contributions 
from the surrounding environment. The detector was surrounded by a BGO (bismuth 
germanate) anti-Compton suppression system, which effectively reduced the Compton 
continuum and enhanced the peak-to-total ratio of the measured γ-ray spectra. A newly 
integrated low-noise preamplifier ensured high-resolution performance in comparison to 
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previous experimental results (4.4 keV for 1173 keV) and stable energy calibration 
throughout the extended measurement runs. The data acquisition system employed digital 
signal processing electronics capable of high-speed event-by-event recording and time 
stamping, allowing for accurate resonance assignment, background subtraction, and 
coincidence analysis. Data processing was performed offline using a C++-based ROOT 
framework. Signals from the HPGe detector were shaped, analyzed, and recorded event-by-
event for further spectrum reconstruction. 

 
γ-ray energy calibration 

γ-ray energies were determined using a combination of point source calibrations and 
neutron-induced reactions within the experimental setup. Calibration was performed with 
standard radioactive sources including 137Cs, 22Na, 60Co, and 152Eu, which provided well-
characterized γ-ray energies for accurate detector calibration. These sources were measured 
before the experiment to establish the energy response of detector and to verify the ADC 
channel conversion. Neutron-induced reactions in a NaCl sample were used to cross-check the 
calibration under experimental conditions and increase calibration range up to 9000 keV   
(Fig. 2). As shown in Fig. 2,  the background (blue) is significantly lower than the sample-
plus-background (black), and that the net spectrum (red) clearly resolves prominent 
photopeaks and single-escape peaks associated with 35Cl and 23Na. Prominent gamma peaks 
from neutron activation of the NaCl sample were identified and matched to their known 
energies to validate the calibration curve. This measurement also ensured consistency 
between the laboratory calibration and in-beam conditions. The calibrated energy scale was 
then applied to identify γ-ray peaks observed during the measurement of the natLu target. 

 
Fig. 2. Energy spectrum of the NaCl sample for energy calibration of the HpGe detector. 

 
Fig. 3 shows the neutron energy spectra measured using HpGe detector, which 

recorded γ-ray energies resulting from neutron interactions with the target. γ-ray spectra for 
isolated neutron resonances was measured in the 1–700 eV neutron energy range, achieving 
sufficient γ-ray statistics up to 100 eV.  The resonances corresponding to the Lu isotopes were 
identified using ENDF/B-VII [7], EXFOR libraries [8] and other experimental results [9−10]. 
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In the results, it was possible to the extraction of gamma spectra from 16 resonances for the 
175Lu(n,γ)176Lu reaction and 10 resonances for the 176Lu(n,γ)177Lu reaction, despite the low 
natural abundance (2.6%) of 176Lu.  

 
Fig. 3. Measured resonance spectrum from 1 eV to 100 eV for both isotopes, compared with 

the (n,γ) cross-sections of ¹⁷⁵Lu and ¹⁷⁶Lu from ENDF/B-VII and EXFOR libraries.  
 
Full γ-ray energy spectrum of investigated region over all resonances was shown in 

Fig. 4. Well-resolved primary transitions attributed to 176Lu and 177Lu is shown in Fig. 2. The 
spectrum was accumulated over approximately 200 hours of beam time with neutron energies 
in the range 1–700 eV. The energy resolution of 6000 γ-ray was obtained to be 6.6 keV full 
width at half maximum.  

Fig. 4. Full γ-ray energy spectrum measured for the natLu target at the CSNS Back-n ES#2 
experimental station. The spectrum was given for energy region of interest.  

 
To analyze individual resonances, a gating method was used to isolate the relevant γ-

ray energies. Fig. 5 shows the γ-ray energy spectra measured for the 175Lu(n,γ)176Lu reaction 
at six isolated neutron resonances: 2.6, 4.8, 5.2, 20.7, 23.7, and 88.5 eV.  
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Fig. 5. γ-ray energy spectra measured for the 175Lu(n,γ)176Lu reaction at six isolated neutron 
resonances. 

The spectra clearly demonstrate the variation in peak intensities from resonance to 
resonance in the region of interest. The prominent high-energy peaks correspond to direct 
transitions to low-lying levels in 176Lu. 

Discussion 
Table 1 summarizes the experimental results for the energies of only 13 prominent 

primary gamma transitions (Eγ) observed for 15 neutron resonances in the 175Lu(n,γ)176Lu 
reaction.  

Table 1. Measured energies of primary γ- rays (Eγ) and corresponding neutron resonance 
energies (En). Values in parentheses indicate uncertainties. 

Eγ (keV) En (eV) 
6053.927(329) 2.6, 4.8, 13.8, 20.7, 23.7, 36, 40.6, 57 
5982.199(799) 2.6, 4.8, 5.2, 15.4, 23.7, 31, 40.6, 57 
5851.520(191) 2.6, 4.8, 5.2, 14.1, 15.4, 53.2 
5838.954(673) 4.8, 5.2, 11.2, 20.7, 36, 40.6 
5824.802(456) 4.8, 5.2, 11.2, 20.7, 27.9, 36, 40.6, 57, 73.6 
5783.612(685) 2.6, 4.8, 5.2, 11.2, 13.8, 14.1, 23.7, 27.9 
5692.059(341) 2.6, 5.2, 13.8, 15.4, 23.7, 27.9 
5573.021(587) 2.6, 11.2, 13.8, 27.9 
5418.824(762) 4.8, 15.4, 36, 40.6, 53.5 
5331.521(326) 2.6, 4.8, 5.2, 11.2, 13.8, 15.4,23.7, 27.9, 36, 40.6, 57 
5301.760(731) 2.6, 4.8, 11.2, 15.4, 31, 76.3 
5120.283(348) 2.6, 4.8, 11.2, 13.8, 15.4, 23.7, 27.9, 31, 57, 73.6 
5053.612(929) 2.6, 4.8, 13.8, 15.4, 36, 40.6, 57, 81 
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The table also lists the corresponding neutron resonance energies (En) for each transition. 
These results demonstrate that the same primary gamma transitions can be populated by 
multiple neutron resonances and that the present measurements contribute additional data on 
primary transitions within this energy range. 
 To explain the decay pathways and the nuclear structure information contained in this 
measurement, the results were compared with the established level scheme for 176Lu, which is 
shown separately in Fig. 6. The level scheme is taken from [3] and represents the evaluated 
low-lying states and band structure of 176Lu.  

Fig. 6. Level scheme for 176Lu adapted from [3] showing known low-lying states and band 
structure. 

 
By mapping the measured primary gamma transitions onto this level scheme, it is possible to 
identify the final states populated by each transition and understand how the decay proceeds 
through the rotational bands.  As shown in Fig. 6, most of the measured primary gamma 
transitions feed levels that belong to well-established rotational bands, consistent with the 
deformed structure of this nucleus [2]. This indicates that the compound nucleus formed 
through resonance neutron capture couples efficiently to the rotational degrees of freedom, in 
agreement with the statistical compound nucleus model. The fact that multiple resonances 
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populate the same final states further supports the statistical nature of the decay, where 
different spin-parity configurations can decay via E1 and M1 transitions to the same collective 
levels. Compared to earlier works which were generally limited to just a few resonances 
below 50 eV [1, 2] the broader resonance coverage obtained here provides datasets for 
examining how partial radiation widths change from resonance to resonance. This is 
particularly relevant for studying effects such as K-mixing [2], which can define affect 
transition probabilities in deformed nuclei.  
 

Conclusion 
In this work, new experimental data on primary gamma transitions in 176Lu and 177Lu 

following resonance neutron capture have been obtained using the CSNS Back-n White 
Neutron Source. The measurements extend the resonance energy range studied to 73.6 eV, 
compared to earlier experiments. The comparison with the evaluated level scheme confirms 
that the observed transitions are consistent with known decay pathways and the rotational 
band structure of this deformed nucleus. Interpretation of the full dataset, including detailed 
statistical analyses of partial gamma widths and possible K-mixing effects, is ongoing. 
Despite the low natural abundance of 176Lu (2.6 %), clear resonances were successfully 
resolved and analysis is ongoing. To further enhance the accuracy and statistical reliability of 
such measurements, future experiments could benefit from employing additional HPGe 
detectors and more advanced digital signal processing techniques. Moreover, increasing the 
target mass would improve counting statistics, especially for weakly populated higher-energy 
resonances, and such improvements can be even more effective when combined with 
continued development of detection systems, beam intensity upgrades, and analysis methods.  
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Abstract. In the nuclear reaction induced by slow and resonant neutrons on 35Cl 

nucleus, followed by proton emission, the forward–backward effect was investigated. In the 
frame of the model of mixing states of compound nucleus with the same spin and opposite 
parities, cross sections, angular correlations and asymmetry coefficients, were evaluated. 
Using theoretical calculations, measurement of forward–backward effects were simulated, 
taking into account target properties like dimensions, temperature and proton energy loss in 
the target. From proton spectra, the modeled forward–backward coefficient was obtained and 
compared with the experimental data. From theory, the highest value of the forward–
backward effect is about 0.3, but the measured one is about 30−50% lower than expected. The 
difference should come from the influence of temperature, target properties, background 
produced by a pulsed neutron source, and other factors.  

The forward–backward effect, together with other asymmetry coefficients, represents 
an important tool in the analysis of symmetry breaking processes in nuclear reactions induced 
by slow and resonance neutrons generated by weak non-leptonic interaction between nucleons 
in the compound nucleus. In early researches, the authors had demonstrated the possibility of 
obtaining from experimental and theoretical data of asymmetry and spatial parity violation 
effects, the matrix element of the weak non-leptonic interaction. 

 
INTRODUCTION 

 
 Theoretical and experimental investigations of asymmetry and parity breaking effects 
are of interest in nuclear reaction mechanisms and the structure of atomic nuclei, but more 
importantly, these researches can give new data on the existence of non-leptonic weak 
interaction between nucleons in a compound nucleus [1]. This new type of interaction comes 
in support of the universality of weak interaction hypothesis, first mentioned by Feynman and 
Gell-Mann [2].  
 The Frank Laboratory of Neutron Physics traditionally, from the middle of the 20th 
century, has investigated nuclear reactions with slow and resonance neutrons, and here, for 
the first time, the spatial parity non-conservation effect was measured in the capture of slow 
neutrons by Cadmium nuclei. The measured asymmetry of the emitted gamma quanta in the 
capture process was explained by the presence of the weak non-leptonic interaction [3].  
 The development of experimental techniques and progress in theoretical physics 
spurred the investigation of asymmetry and parity non-conservation effects in slow and 
resonance neutron-induced processes. It was also established that the weak non-leptonic 
process acts in the background of nuclear forces. Parity conserving nuclear forces are more 
than three orders of magnitude higher than weak interaction, and therefore experiments 
dedicated to evidence of parity breaking effects are very difficult.  
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In the present work, the forward-backward (FB) asymmetry effect in the (n,p) reaction 
with neutrons up to 600 eV was evaluated theoretically and modeled in a computer 
experiment. The FB effect is of interest because, together with other asymmetry and parity-
breaking effects, it allows us to extract the matrix element of weak interaction using only 
theoretical and experimental data, without applying models of nucleons interaction in the 
compound nucleus [4].  

ELEMENTS OF THEORY 

Asymmetry FB effect was evaluated in the framework of the formalism of the mixing 
state of the compound nucleus with the same spin and opposite parities. In this approach, it is 
supposed that the asymmetry and parity non-conserving effect in neutron processes can be 
observed if the states of compound nucleus can be described by at least two resonances with 
the same spins and opposite parities [5,6].  

In the simplest simple case, it is considered that the compound nucleus is described by 
two states, called S and P resonances, respectively. The S resonance is produced by the 
capture of s-neutrons with orbital momentum l=0, and the P resonance is obtained by the 
capture of p-neutrons with orbital momentum l=1.  For (n,p) process the S and P amplitudes 
are respectively [5−7]:  
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where pzpnznzz aaaaIIII ,,,,,,, '' are the spins of: target and residual nuclei, neutrons and 
protons with their projection respectively;  ppnn ll nn ,,, are the orbital momentum of the 
neutrons and protons with their projections; pzpnzn jjjj ,,, are total momentum of protons and 
neutrons with their projections; PzPSzS JJJJ ,,, are the spins of S and P compound nucleus 
respectively with the corresponding projections; C are the Clebsch-Gordan coefficients; 

pn
PST ,

, are the reduced amplitudes of neutron capture and proton emission with their complex 
conjugate; PS ,Γ are the total widths in S and P states respectively; Y are the spherical 

functions; pnn ,

→

are the unit direction vectors for neutron and proton respectively; PSE , are the 
energy of S and P resonances respectively; * represents the complex conjugate of a function. 

The fs and fp amplitudes are given by strong nuclear interaction and they are 
conserving the parity. Similar amplitudes can be written if weak non-leptonic interactions are 
considered. In the investigated case of FB effect, the incident neutrons are not polarized. In 
this case, parity breaking effects cannot be observed in the experiment. Further details on 
parity non-conservation effects can be found in references [4−7]. With the help of amplitudes, 
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differential cross section and angular correlation (W) can be obtained according to the 
expressions:  
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From relation (3), the FB effect can be interpreted as the interference of the S and P waves in 
the compound nucleus. This aspect is very important because it enables all amplification 
mechanisms (kinematic, dynamic, structural) mentioned in [4−7]. For computer simulation, 
the distribution of the polar angle was obtained by the Direct Monte Carlo Method, using the 
differential cross section (3). The target in the first case was considered point-like and, in the 
second case rectangular with finite dimensions (length, width, height) [8]. Theoretical 
calculations and simulations were performed using the geometry from Fig. 1. 
 
 

 
 

Fig. 1. Geometry of calculation and simulated experiment. Φ is the azimuth angle. Due to 
parity conservation azimuth angle is not appearing in the next relations.   

  

RESULTS AND DISCUSSIONS 

 In the 35Cl(n,p)35S reaction with slow and resonance neutrons up to 600 eV, the 
theoretical FB effect was obtained by applying the Flambaum-Sushkov formalism, relation 
(1−4) and two-resonance approximation. Parameters of neutron resonances were taken from 
[9]. The expression for differential cross-section is: 
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partial widths; ∆φSP is the difference of phase in S and P states respectively; P0,1,2 are the 
Legendre Polynomial of 0,1,2 orders, respectively.  
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where A0 is the isotropic term; A1 gives the FB effect; A2 gives the anisotropy of angular 
distribution. 

Applying the relation of definition (4), the FB effect is: 
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From Fig. 2a and relation (4), it is clear that the presence of P2 usually reduces the 

value of the FB effect. In the resonance (EP=398 eV), the FB effect is zero and P2 gives an 
anisotropy in the differential cross-section (Fig. 2b). 

In Fig. 3a the cross-section of the 35Cl(n,p)35S reaction is represented. The thermal 
neutron calculated cross-section σ(En=0.0253 eV)=0.453 b is in agreement with experimental 
data [9]. For resonance energy EP=398 eV the theoretical cross-section value also agrees with 
measured data and is around 80 mb. Considering the good description of the cross-section in 
Fig. 3b, the FB effect was evaluated. In Fig. 3b the presence and absence of P2, the second 
order Polynomial Legendre, were shown by curves 1,3 without and 2,4 with P2. From (7) the 
FB effect reaches the maximum values if 21==±==± ppnn YXYX  . Maximum FB 
effect is ±0.31. The ± comes from the indetermination of the sign of the phase shift in the 
expression of reduced amplitudes T [5−7]. In the two-levels approximation the FB effect has 
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zero value in resonance and is changing its sign as was predicted in [5,6]. The zero value of 
the FB effect in resonance is confirmed experimentally in [4].    
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 For the computer modeling of the FB effect, generation of polar and azimuth angles is 
necessary. For this reason, the angular distribution (6) will be expressed as function of cosθ. 
Then relation (6) becomes:  
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Using the Direct Monte-Carlo Method, polar and azimuth angles are:   
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where r,r’ are random numbers. 

If β =0 then from (9) the FB effect is αFB. Because the FB effect is conserving the 
spatial parity then it is not depending on azimuth angle. For this reason the azimuth angle has 
uniform distribution. In the modeled experiment the FB effect is defined as: 

 

BF

BFsim
FB NN

NN
+
−

=α ,                                                           (10) 

 
where NF and NB are the events in the forward and backward directions respectively.  
 

 

Fig. 4. Simulated proton spectra. Number of generated events N=106.                                      
a) Forward; b) Backwards.  

The forward events are all registered protons in the solid angle [ )2,0 πθ ∈ . For 
backward protons [ ]ππθ ,2∈ . For both cases, azimuth angle is [ ]πϕ 2,0∈ . Simple 
calculation shows that for a punctual target, the simulated FB effect is FB

sim
FB αα 5.0= . If the 

target has finite dimensions, then the simulated effect can be obtained only by a Monte-Carlo 
modeling. Below are presented the results for the NaCl target with thickness 0.5 mg/cm2.  In 
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order to observe the FB effect in the experiment it is necessary that the thickness of the target 
be smaller than the mean free path of the protons in NaCl. Neutron attenuation in the target 
can be neglected, but proton loss was considered. The background created by different causes, 
such as neutron multi-scattering in the target and on the walls was not taken into account yet. 
The results are represented in Fig. 4.  

Simulated forward and backward proton spectra are shown in Fig. 4a and Fig. 4b 
respectively. Neutron energy interval is from 300 to 400 eV, then the theoretical FB effect is 

22.0=FBα  and simulated 15.0=sim
FBα . The percent of lost protons in the target is about 20%. 

At the given thickness, the theoretical value 22.0=FBα  is averaged over the (300, 400) eV 
neutron energy interval, and only directions with 0=θ and πθ =  are considered. The 
simulated result 15.0=sim

FBα  is lower than theoretical one due to the average over energy, the 
average over the solid angle and lastly, due to the dimensions of the target and proton loss. If 
for a punctual target the simulated effect is half of the theoretical value, for a real target the 
ratio between the modeled and theoretical effect is about 0.7.  Present results were obtained 
for the following energies, spins and parities of S and P resonances: ES=−180 eV; EP=−398 
eV; ±Π = 2,ΠSJ .

CONCLUSIONS 

The FB effect in the 35Cl(n,p)35S reaction induced by slow and resonance neutrons was 
investigated. Cross section, angular distribution and the FB coefficient were evaluated within 
the framework of the Flambaum-Sushkov theory using two-levels approximation. Theoretical 
results of angular correlations were used in the computer modeling of the FB effect taking 
into account the finite dimensions of the target and proton loss. The ratio between simulated 
and theoretical effects is about 0.7, which is an important result in the analysis of 
experiments.  
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INTRODUCTION 
 

The final accuracy of the evaluations relies on the quality of the experimental datasets 
being used. But the quality of the experimental datasets relies on the quality of the standards 
used as reference. Historically, the principal international standards are a few constants at 
thermal point (the so called TNC table), being other Nuclear Data Standard values referred to. 
Big improvements have been done in the last decade, after the IAEA launched an international 
project for the “Maintenance of the Neutron Cross-Section Standards”, adopting the upgraded 
version of the GMAP code from ENDF/B. The TNC, besides the specific neutron cross- 
sections of light elements (H, Li6 and B10), have a special treatment in the R-matrix 
procedure, and the final uncertainties in the whole matrix rely on the accuracy of these 
selected primary Standards. Present Nuclear Data Standards (IAEA NDS) are those collected 
in the paper by A.D. Carlson et al in 2017 [1], where it is explained how the TNC table 
together with the specific neutron cross sections of light elements (H, Li6 and B10), play a 
relevant role in the whole Nuclear Data Standards evaluation. Both sets have a special 
treatment in the R-matrix analysis so that the final uncertainties of the whole matrix rely on 
the accuracy of these primary standards. 

Mention must be made of the fact that these TNC – which include (n,f), (n,γ) and (n,el) 
reactions – cannot be directly measured as “absolute”, trailing so an USU (Unknown 
Systematic Uncertainty) that cannot be removed by statistical analysis [2]. New inputs are 
needed to increase the quality of this international effort and one of the most sensitive points 
is the standard value at thermal point of the B10(n,α) reaction, which experimental uncertainty 
depends on the acknowledge of the flux of the used neutron source. So that, looking for an 
absolute Standard around thermal an near-epithermal energy region, the Bnat(n,tot) cross 
section is well suited because it can be accurately obtained from a neutron transmission 
experiment, as will be explained here below, based on integrating the cross-section function 
over a wide energy interval. The high accuracy of this integration method relies in two 
assumptions: the σ(En) function has a well-known mathematical shape in a wide range 
covering the integration limits; and the neutron source flux function, even unknown, remains 
stable during the experiment. The interest in measuring the Bnat(n,tot) reaction as a way to 
improve the B10(n,α) standard is discussed in this work. The involved (n,el) reactions define 
the uncertainty limit, nevertheless. 
 
THE CROSS-SECTION BEHAVIOUR AT LOW ENERGIES 
 

Let us define the thermal energy range from 20 meV to 60 meV (around the thermal 
point, at 25.3 meV, equivalent to a neutron velocity of 2200 m/s, taken as the Maxwellian 
mean value for neutrons in equilibrium with the target nuclei at 293.58 K (20.43 ºC). Let us 
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call the near-epithermal range above this thermal range up to few eV. As a matter of fact, the 
behavior of both the B10(n,tot) and the B10(n,α) cross sections in this energy region is 
extremely close to linear in log-log scale, staying like this up to above 5 eV (see [3] and 
references therein). Then, we can take as mathematical shape: σ(En) = a · En

b. 

Where, working in barn and eV, we have: 

a = σ0 / 0.0253b = σ(1eV)    and    b = log (σ(E1) / σ(E2)) / log (E1/E2), 

being E1 and E2 any two values of the neutron energy inside this linear range (E2 >E1). 
Note that b = −0.5 for B10(n,tot), where the 1/v law is strictly followed at En < 5 eV, 

while differs from −0.5 as En increases, and, for other nuclei, as the atomic number increases. 
 Then  

σ(En) = σ0· (En / 0.0253)b

and its exact integral in the E1 to E2 interval is easily obtained: 

I(E2-E1) = σ0 · (E2
(b+1)

 – E1
(b+1)) / (0.0253b · (b+1)), 

becoming:    I1 = I(60-20) = σ0 · (0.06(b+1)
 – 0.02(b+1)

 ) /(0.0253b ·(b+1)). 
That is to say that the integral values in the thermal energy region are parametrized by 

two and only two parameters, as long as the shape of the cross section is linear in log-log 
scale. 

B10(n,tot) AS AN IDEAL STANDARD 

B10(n,α) detectors are very often used to make a direct measurement of the neutron 
fluence in an experimental setup. Therefore, it is necessary to know its cross section very 
accurately since any measurement referred to a standard is limited in accuracy to that of the 
standard. 

Allan Carlson, in [4], when considering a cross-section value as a physical quantity, 
said that an idealized standard should have the following characteristics: 

• It should be possible to use the nuclide in elemental form, be chemically inert and not
radioactive. 
• It should be easy to fabricate into various shapes.
• It should be readily available; not expensive.
• Monotopes are preferred.
• It should have few (or no) other channels that could cause interference with the
reaction of interest. 
• In the standards energy region, the cross section should be large with a minimal
amount of structure. 

It is worth noting that B10+n reactions are very close to fulfil these idealized requirements.  
Moreover: 
 Their cross-section shape follows perfectly the 1/v law up to 5 eV, at least. So that, we

can use its mathematical parametrisation, and its exact integral in the thermal energy 
region (20 to 60 meV) is then easily obtained. 
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 B10(n,α) is IAEA standard from 25.3 meV to 1 MeV. At thermal point the standard 
value in the Carlson et al. NDS18 paper is 3844(31) b and so the integral in the 
thermal range (20 to 60 meV) is 127.1(1.0) b·eV. These uncertainties in the Standards 
are dominated by USU (0.8%), what is relatively high if one considers that we are 
dealing with a primary standard. In any case, the evaluation of the B10(n,α) thermal 
value is tightly tied to the U5(n,f) value in such a way that any improvement in the 
B10(n,α) accuracy will produce a decrease of the TNC’s associated uncertainties. 
 

 B10(n,α) can be accurately deduced from Bnat(n,tot), as it is explained here below. 
 
B10+n reactions at thermal and near-epithermal energies show only three channels: one 

is the elastic scattering, and the other two are neutron capture processes, that are followed, 
one by an alpha emission and the other by an alpha plus a gamma. 

These two alpha channels can be evaluated as one only reaction, B10(n,α), as their Q-
values are close to each other (2.70 and 2.31 MeV, respectively) so that the detection 
efficiency of both alphas is very close. On the other hand, the elastic channel cross section is 
very low (around 2.2(0.5) b), interfering little with the alpha’s channels. 

Otherwise, natural Boron is composed of only two isotopes: B10(19.9%) and 
B11(80.1%), being the B11(n,tot) cross section dominated by the (n,el) one of 5.1(2) b without 
any contribution to the alpha’s channels. All in all, the correction by the different elastic 
channels in a B10(n,tot) measurement should contribute with less than, let us say, 7(3) b, 
leading to an uncertainty component at thermal point below 0.08% when the (n,α) cross 
section is obtained from subtracting the (n,el) components from the (n,tot). This uncertainty 
increases as the cross section drops, being around 0.8% at 1 eV, nevertheless. Concerning the 
effect of impurities in the sample, their only effect at these energies should be in the (n,el) 
channel, what can be easily kept as negligible. 

Taking into account these very specific behaviour of the B10+n reactions we can see 
that one transmission experiment to determine very accurately the Bnat(n,tot) cross section will 
lead to a better knowledge of the B10(n,α) cross section in the thermal range. Moreover, its 
cross section gives high values in the thermal range and its shape is experimentally well 
known, without significant deviation from the 1/v law up to above 5 eV. 

When using natural Boron as measuring sample for the (n,α) reaction, its cross-section 
value at thermal point is directly related with the B10 one, by just the isotopic ratio, i.e., 0.199. 
There are in EXFOR four experiments giving Bnat(n,α) at thermal point, and their mean value 
is 762.6(2.0) b, which give us a corresponding value for B10(n,α) of 3832(10) b, in perfect 
agreement with the IAEA Standard value. 

In consequence, it is worth adopting Bnat(n,tot) in the thermal region as Standard, 
because it is still very close to the definition of an “idealized standard” and so a transmission 
experiment should provide an absolute measurement that can be done in several facilities all 
around the world. Obviously, performing experiments at different facilities will lead to a 
better knowledge of eventual systematic errors, reducing so USU. 

 
SCHEME OF A POSSIBLE Bnat(n,tot) EXPERIMENT 
 

The target is to improve previous experiments measuring the Bnat(n,tot) cross section 
in the thermal and near-epithermal energy range, by using few thin samples, and one analysis 
based on integral values. A filter box with capacity for several Bnat foils should allow 
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measuring the beam attenuation for several sample thickness, as well as to make more 
uniformly distributed the in-beam B10 mass. 

A reliable flux monitor will be used to measure the transmission changes after 
inserting different samples in the box filter. Both the samples and the beam monitor must 
cover the whole beam profile. The distance from the samples to the flux monitor should be 
big enough to minimize the number of scattered neutrons arriving to the beam flux monitor. 

Every detector to be used as beam monitor has its own detection efficiency, ε, which is 
known with a certain uncertainty, that can be not negligible. Nevertheless, this source of 
uncertainty can be overcome doing relative-attenuation measurements as described below. In 
the thin-sample approximation, for any sample thickness, x, the initial neutron flux, Φ, is 
attenuated: 

Φ՛= Φ · exp[−μ·x], with the attenuation coefficient being: μ = σt ·ρ·NA / A, 

where σt  is the Bnat(n,tot) cross section, ρ is the sample density, A the mass number, and NA 
the Avogadro’s number (multiplied by 10-28

 to get σt  in barn). 
Let R(En) be the counting rate in the beam flux monitor without any sample in the 

filter box, and R՛(En) the reduced one when a thin sample (of thickness x) is added. 
Obviously, these counting rates depends on the efficiency of the flux monitor as well as in the 
beam flux, but doing the quotient R՛(En) / R(En), both Φ and ε cancel and we have: 

R՛(En) / R(En) = exp[−μ·x] = exp[−σt(En)· ρ·x·NA /A] = exp[−C·σt(En)], 

where C is a constant (self-explained), so that the quotient of the counting rates only depends 
on σt(En). Inverting the ratio, we have: 

R(En) / R՛(En) = exp[C· σt (En)] , and then: 

σt (En) = (1 / C) · ln[R(En) /R՛(En)]. 

This Bnat(n,tot) cross section becomes so an absolute measurement that, eventually, 
can reach uncertainties well below 1%. It can be proposed as an absolute reference which, 
therefore, should improve the B10(n,α) standard, and so other standards consequently related 
to it. Should the counting-rates statistical uncertainty be small enough, the cross-section 
uncertainty is dominated by both the sample parameters and the accuracy of the En 
calibration. 

   n  
beam 

B_nat samples Flux monitor 
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It is worth mentioning that the fact of assuming the exact 1/v behaviour of the 
Bnat(n,tot) cross section allows to extrapolate to the thermal point those points measured at 
higher energies, even well above the 20−60 meV thermal range, leading so to lower statistical 
uncertainties. Once adopted the exact 1/v behaviour for the Bnat(n,α) XS, it becomes easy to 
obtain integral values between any limits, E1 and E2, that will depend only on the σt(th) 
thermal value. Then, we have [in eV and barn]: 

 
I(E2-E1) = 2·σt(th)·  (�𝐸𝐸2– �𝐸𝐸1) · √0.0253 

 
and so, the cross section at thermal point becomes related to any integration interval: 
 

σt(th) = I(E2-E1) / (2 · (�𝐸𝐸2– �𝐸𝐸1) · √0.0253)  
 
and, inversely, once known the σt(th), the thermal-range integral, I1, can be analytically 
obtained. It is important mentioning that this feature of the Boron cross section is not shared 
by the (n,f) cross section of heavier nuclei, whose exact 1/v behaviour is not accurately 
sustained. 
 

 
 
Fig. 1.- EXFOR-available high-resolution ToF datasets for the B10(n,α) reaction. 

 
The final goal is to improve the standard value of B10(n,α) whose evaluated thermal 

value in the NDS-18 is 3844(31) b. Some evaluated libraries still show the former NDS-09 
value of 3842.4 b. The only high-resolution experimental file in EXFOR (Prosdocimi 1967) 
reports a value of 3836(9) b, and the analytical value by integration in the thermal energy 
range assuming the 1/v behaviour give us a value of 3835(5) b. Therefore, it is of interest 
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improving the B10(n,α) standard by reducing its uncertainty. The value obtained from (n,tot) - 
(n,el) should help to get a more precise knowledge of this standard, being the largest 
uncertainty component that of the B10(n,el) reaction (around 0.2 b). 

In Fig. 1 are shown the few high-resolution experimental datasets retrieved from 
EXFOR for the B10(n,α) reaction, and in Fig. 2 are those for the Bnat(n,tot) reaction, for which 
there is only one evaluated library (note the big discrepancy above 1 eV). 

 
 
CONCLUSIONS 
 

The B10(n,α) reaction is an IAEA Standard worth of being refined. This is a challenged 
issue when measured in a ToF experiment because the uncertainties coming from the neutron 
flux spectrum. The Bnat(n,tot) reaction can be measured instead in a transmission experiment, 
leading to an indirect measurement of the B10(n,α) channel with relatively low uncertainty, as 
long as the involved elastic channels have a low cross section. It can be very accurately 
measured as an absolute magnitude by using the ratios of cumulative thin samples, and based 
on integrating the cross-section function over a wide energy interval. In consequence, it is 
worth adopting Bnat(n,tot), besides B10(n,α), as Standard in the thermal region, because it is 
still very close to an “idealized standard”, even though its isotopic admixture of B11. 

 

 
 

Fig. 2.- EXFOR-available high-resolution ToF datasets for the Bnat(n,tot) reaction. Note the 
lack of datafiles between 100 meV and 1 eV, as well as the lack of evaluated data other than 

IRDF. 
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The here proposed method is based on measuring ratios of different filter thickness, 
that are independent on both the flux monitor efficiency and the flux-function shape. 
Moreover, the XS value at thermal point can be deducted from integral values, even using 
integration limits relatively higher than the standard thermal point. 
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Abstract. Information from existing studies on heavy metal concentrations in mosses is an 
invaluable resource for international negotiations on heavy metal pollution. Results from 
moss studies help investigate both spatial and temporal trends of heavy metals in atmospheric 
sediments. Besides, these studies allow the identification of places with high levels of 
atmospheric pollutants that spread over large distances and heavy metals emitted from local 
sources. For this purpose, air pollution in the Goygol, Gedabey and Dashkasan regions of 
Azerbaijan was studied by moss biomonitoring using the moss species Pleurozium Schreberi 
and Hylocomium splendens. The presence of 44 elements was determined by neutron 
activation analysis (NAA), atomic absorption spectroscopy (AAS) and Particle-induced X-ray 
emission (PIXE). The main element associations were identified using factor analysis. Four 
factors were determined.  Research methods are based on the application of mosses as 
indicators, the amount of elemental pollutants in atmospheric sediments and their suitability in 
mosses. Besides, it reflects the general state of atmospheric pollution in the studied areas. 
Distributional maps were prepared to point out the regions most affected by pollution and to 
relate this to the known sources of contamination. 

 

Beside the anthropogenic influences, the lithology and the composition of the soil also play an 
important role in the distribution of the elements. 
 

Keywords: moss biomonitoring; heavy metals; atmospheric deposition; pollution sources; 
NAA; AAS; PIXE 

 

1. Introduction 
 
Air pollution poses significant risks to both the ecosystem and public health. Among 

pollutants, heavy metals and radionuclides are especially dangerous. Recently, 
biomonitoring−−− particularly utilizing mosses – has proven effective and reliable for 
environmental contamination studies. Mosses, due to their lack of roots and waxy cuticles, 
accumulate airborne pollutants directly from the atmosphere, making them ideal 
bioindicators. This passive accumulation capacity allows for the detection of even low 
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concentrations of toxic elements over wide areas. In Europe and other parts of the world, 
moss biomonitoring has become a standard tool for long-term environmental surveillance. 
However, in the South Caucasus region, especially in Azerbaijan, such systematic approaches 
are still developing. Therefore, this study contributes not only to national environmental 
monitoring but also enhances international datasets on transboundary air pollution.  

2. Methodology

2.1 Study area 
The research was conducted in three western regions of Azerbaijan – Goygol, 

Dashkasan, and Gadabay – occupied by industrial and mining operations. These areas are part 
of the Lesser Caucasus mountain range and are known for their complex geological structures 
and rich mineral resources, including copper, molybdenum, and iron ores. The selected 
regions represent a mix of anthropogenic and natural influences, making them ideal for 
evaluating pollution levels from both industrial and geogenic sources. Dashkasan and 
Gadabay host active mining enterprises, ore processing plants, and associated industrial 
infrastructure. In contrast, Goygol, though less industrialized, is exposed to transboundary 
pollution and localized emissions from transportation and small-scale activities. The regions 
also vary in altitude and climatic conditions, which may affect the deposition and distribution 
patterns of atmospheric pollutants. The presence of forests and relatively undisturbed 
ecosystems in some parts further enhances the suitability of these sites for moss-based 
biomonitoring studies. This regional diversity allows for a comparative analysis of pollution 
patterns and a better understanding of how local topography, human activity, and geological 
background influence the accumulation of toxic elements in mosses.  

2.2 Moss sampling 

Within the framework of the study, two moss species were selected for biomonitoring: 

• Pleurozium schreberi
• Hylocomium splendens

These species are widely distributed and are recognized as effective bioindicators due 
to their ability to passively accumulate airborne pollutants such as heavy metals and other 
toxic elements. Moss samples were collected from relatively undisturbed, forested areas, 
situated at varying distances from potential pollution sources. Selection criteria included 
adequate humidity, minimal direct human impact, and the presence of homogeneous moss 
cover. 

Samples were collected using a standardized methodology across all regions. Mosses 
were carefully removed from 10×10 cm areas, placed into labeled polyethylene bags, and 
transported to the laboratory. In the lab, samples were cleaned of extraneous materials (soil 
particles, leaves, insects) and dried at 40°C to prepare them for elemental analysis, following 
established protocols used in international moss surveys. 

The variety and quantity of samples collected across different locations provided a 
robust dataset for comparative analyses. This sampling strategy allowed for the identification 
of both localized and regional pollution patterns, enhancing the overall reliability of the moss 
biomonitoring approach used in this study. 
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Table 1. Moss sample distribution by region [1,5] 

Region Total P. schreberi H. splendens Both species 
Goygol 86 62 18 6 
Dashkasan 50 35 10 5 
Gadabay 31 24 6 1 

 

2.3 Analytical techniques 
 

To determine the concentration of toxic and trace elements accumulated in moss 
samples, a combination of Neutron Activation Analysis (NAA), Particle-Induced X-ray 
Emission (PIXE), and Atomic Absorption Spectroscopy (AAS) was employed. These 
complementary analytical techniques provide high accuracy and sensitivity across a wide 
range of elements. 

Neutron activation analysis (NAA): NAA is a non-destructive analytical technique 
used to determine the concentrations of multiple elements simultaneously. It was carried out 
at the Joint Institute for Nuclear Research (JINR), Dubna, Russia. This method is particularly 
suitable for detecting rare earth elements, lanthanides, and radionuclides, and it does not 
require complex chemical preparation of samples. 

Particle-induced X-ray emission (PIXE): PIXE analysis was applied to detect 
elements from Na to U with high sensitivity. It involves bombarding the samples with protons 
to induce the emission of characteristic X-rays, which are then measured to determine 
elemental composition. PIXE is particularly useful for light and medium atomic number 
elements and is valued for its speed and minimal sample destruction. 

Atomic absorption spectroscopy (AAS): AAS was used for the quantification of 
heavy metals such as Pb, Cd, Zn, and Cu. This technique is based on the absorption of light 
by free atoms in the gaseous state and is highly selective and sensitive for specific metals. 

All instruments were calibrated using certified reference materials (CRMs) to ensure 
data quality and consistency. The accuracy of the analytical results was verified through 
interlaboratory comparisons and the use of internal standards. Sample preparation (e.g., 
drying, homogenization, and, where necessary, digestion) followed international protocols 
established by the UNECE ICP Vegetation Programme [2−4]. 
 
3. Data analysis 
 

To comprehensively interpret the complex dataset obtained from the moss 
biomonitoring study, advanced statistical and geospatial analysis techniques were applied. 
The primary objective was to identify the main sources of contamination, understand their 
spatial distribution patterns, and assess the relationships between different elements in the 
atmospheric deposition. 

Multivariate (factor) analysis: Factor analysis was employed as a multivariate 
statistical tool to reduce the dimensionality of the data and to uncover underlying patterns and 
associations among the measured elements. This technique helps group elements that likely 
originate from common sources or processes, such as industrial emissions, geological 
background, or combustion products. By extracting factors, the study identified four main 
pollution source groups influencing the moss elemental composition across the studied 
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regions. The robustness of factor solutions was verified through criteria such as eigenvalues 
greater than one, factor loadings above 0.5, and varimax rotation to achieve better 
interpretability. 

Correlation and cluster analysis: Additional correlation analyses were conducted to 
explore relationships between pairs or groups of elements, offering insights into co-
occurrence patterns and potential common origins. Hierarchical cluster analysis further 
supported the classification of sampling sites based on their elemental composition profiles, 
highlighting zones with similar pollution signatures and allowing differentiation between 
anthropogenic and natural influences. 

Geographic information systems (GIS): GIS technology was integrated to visualize 
the spatial distribution of elements and pollution factors across the Goygol, Dashkasan, and 
Gadabay regions. Geostatistical interpolation methods such as Kriging or Inverse Distance 
Weighting (IDW) were applied to generate continuous distribution maps from discrete moss 
sampling points. These maps facilitated the identification of pollution hotspots and spatial 
trends, as well as the assessment of the influence of topographic and land-use features on 
pollutant deposition. 

Pollution indices: To quantify pollution levels and assess environmental risks, several 
pollution indices were calculated, including the Contamination Pollution Index (CPI), 
Enrichment Factor (EF), and Geo-accumulation Index (I_geo). These indices compare 
measured element concentrations against regional background values or reference standards, 
allowing for the evaluation of contamination severity and anthropogenic impact. 

Quality assurance and statistical validity: All statistical analyses were performed 
using recognized software packages such as SPSS, R, and ArcGIS. The dataset was tested for 
normality, homogeneity of variances, and outliers to ensure valid results. Where necessary, 
data transformations (e.g., logarithmic) were applied. The significance level was set at p<0.05 
for all inferential statistics. 

This integrated analytical framework combining multivariate statistics and GIS-based 
spatial analysis provided a comprehensive understanding of pollution sources, their impact on 
atmospheric deposition, and the spatial variability of toxic elements across the study areas. 
Such insights are crucial for environmental monitoring, pollution mitigation strategies, and 
policy-making [6,7]. 

 
4. Results and discussion 
 

The comprehensive biomonitoring study using moss species Pleurozium schreberi and 
Hylocomium splendens revealed significant spatial variability in the concentration of heavy 
metals and trace elements across the Goygol, Dashkasan, and Gadabay regions. The 
integration of multiple analytical techniques and advanced statistical methods allowed for a 
robust assessment of atmospheric deposition patterns and their potential sources. 

 
4.1 Comparative elemental concentrations 
 

Analysis showed that moss samples collected from Dashkasan and Gadabay exhibited 
generally higher concentrations of several toxic and trace elements compared to those from 
Goygol. This trend is consistent with the presence of more intense industrial and mining 
activities in these regions, including active ore extraction and processing facilities. Elevated 
levels of copper (Cu), molybdenum (Mo), tungsten (W), lead (Pb), and cadmium (Cd) in these 
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areas reflect significant anthropogenic input, likely linked to metallurgical processes and 
fossil fuel combustion (Figure 1). 

Conversely, Goygol displayed relatively lower concentrations of these anthropogenic 
elements but showed detectable amounts of elements typically associated with natural 
geological background, such as sodium (Na), scandium (Sc), lanthanum (La), and thorium 
(Th). These findings suggest that in Goygol, geogenic factors alongside limited industrial 
influence shape the elemental composition of atmospheric deposition. 

 
4.2 Factor analysis and source apportionment 

Factor analysis extracted four primary pollution source groups explaining the variance in 
elemental composition: 

 
• Industrial Emissions: Characterized by elevated Cu, Mo, W, Pb, and Cd, 

predominantly in Dashkasan and Gadabay. 
• Metallurgical Activities: Associated with Mn, Zn, Ba, and Ni, reflecting ore 

processing and smelting operations. 
• Diesel Combustion: Indicated by the presence of antimony (Sb) and bromine (Br), 

which are common in vehicle emissions and diesel fuel additives. 
• Natural and Geological Sources: Particularly notable in Goygol, dominated by 

elements such as Na, Sc, La, Th, and contributions from oil and gas combustion 
products (V, Ni). 
 

These factor groupings align well with known industrial infrastructure and local 
geological characteristics, supporting the reliability of the biomonitoring approach and 
statistical modeling. 

 
4.3 Spatial distribution patterns via GIS mapping 
 

GIS-based spatial interpolation techniques revealed distinct pollution hotspots near 
industrial zones in Dashkasan and Gadabay, with pronounced elemental enrichment 
correlating with active mining and metallurgical sites. In contrast, Goygol exhibited more 
diffuse spatial patterns, reflecting the influence of transboundary pollution and natural 
background levels. 

Mapping of scandium distribution, as shown in Figure 1, highlights the geological 
influence, with higher concentrations in mineral-rich areas corresponding to known 
lithological formations. Such spatially explicit data provide valuable insights for targeted 
environmental management and pollution mitigation. 

 
4.4 Pollution indices and environmental implications 
 

The calculated Contamination Pollution Index (CPI), Enrichment Factor (EF), and 
Geo-accumulation Index (I_geo) collectively suggest low to moderate pollution levels in the 
study areas. However, localized moderate to high contamination was observed near industrial 
facilities, underscoring the need for continuous monitoring and regulatory oversight. 

These indices confirm that while regional air quality remains generally acceptable, 
specific sites require attention due to anthropogenic impacts. The identification of such zones 
is critical for prioritizing remediation efforts and minimizing public health risks. 
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4.5 Implications for environmental monitoring and policy 

The study demonstrates the efficacy of moss biomonitoring combined with advanced 
analytical and statistical tools in characterizing atmospheric pollution in Azerbaijan. The 
ability to differentiate between anthropogenic and natural sources, and to spatially resolve 
pollution patterns, provides a strong scientific basis for environmental policy formulation. 

Furthermore, the results contribute to regional and international datasets, facilitating 
transboundary pollution assessments and compliance with European environmental standards. 
Adoption of this methodology in other industrialized and populated regions of Azerbaijan 
could enhance national air quality management and support sustainable development goals 
[8,9,10]. 

5. Conclusions

1. Moss biomonitoring effectively detects toxic elements in Azerbaijan's atmospheric
deposition.

2. Goygol shows significantly lower pollution compared to neighboring districts.
3. The study aligns with European moss biomonitoring standards, supporting its

integration into the “European Moss Atlas.”
4. Eight major pollution sources identified through factor analysis.
5. The methodology is extendable to other industrialized and populated areas in

Azerbaijan.

Figure 1. Distribution maps of scandium in the Dashkesan, Gadabay and Goygol regions of 
Azerbaijan 
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A previous experiment performed at JRC-Geel on prompt fission neutrons (PFN) in 
correlation with fragments from spontaneous fission of 252Cf was repeated using an 
improved setup and much better statistics. The experiment lasted 3 months and 68×106 
coincident events were collected. In this new experiment, PFN spectra and angular 
distributions (in the laboratory system) are selected in a narrow window of fragment 
masses and total kinetic energies around AL= 109 and TKE=184 MeV and AL= 98 and 
TKE=173.5 MeV. In this way we have isolated (as good as possible) certain fission paths 
which make comparisons with theoretical models easier. 

Clear deviations from a Maxwellian spectrum were found from 0.5 to 6 MeV. They 
consist in structures, more pronounced around the most probable energy (≈1 MeV). 
Concerning the angular distribution, deviations from a smooth curve are observed in the 
form of fine structures. The most prominent are around (00), (900) and (1800). 

Even inclusive angular distributions show oscillations (at a smaller scale), since the 
sample of events over which the average is calculated is not large enough to completely 
wash out the structures present in the individual distributions. 

At first look, these identified structures in the data are not compatible with the 
traditional hypothesis that PFN are evaporated from fully accelerated fragments, because 
this hypothesis predicts smooth distributions. An alternative hypothesis, in which PFN are 
emitted during the separation of the fission fragments at scission, is discussed since it is 
known to predict non-smooth PFN distributions due to the proximity of the fragments at 
the moment of emission. 

I. INTRODUCTION 

The emission of prompt fission neutrons (PFN) is essential in producing nuclear 
energy, since it makes the chain reaction of fissile nuclei possible [1]. Without the existence 
of PFN, nuclear fission would not have benefited of so much publicity in the media and of so 
many experimental 
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and theoretical investigations. It is, therefore, not surprising that the study of PFN plays an 
important role in the fundamental understanding of the fission process and for its applications. 

In the last decade, using reactions in inverse kinematics at GSI (Darmstadt) [2, 3] and 
at GANIL (Caen) [4–6] perfect identification of the fission fragments in Z and A has been 
achieved. At GSI the fission fragments have been measured using a dedicated detector system 
(SOFIA). The obtained distributions of the fragment charge and mass have a resolution 
(FWHM) of 0.35 and 0.7 units respectively. At GANIL, the VAMOS spectrometer was used 
to identify the fission fragments. The obtained resolutions (FWHM) are below 0.8 mass unit 
and ΔZ/Z =0.015. 

At present precise data are needed to elucidate hot fission topics such as the role of the 
octupole deformation in the pre-formation of the fission fragments [7–10], the generation of 
the angular momentum and the prompt γ-rays [11] or the mechanism for emission of prompt 
neutrons [12–14]. They could be obtained by new measurements in coincidence with the 
above mentioned, perfectly separated fission fragments and, if possible, for well-defined total 
kinetic energies (TKE). An example would be measurements of PFN angular distributions 
with respect to the fission axis, PFN kinetic energy spectra and PFN multiplicities. 

Such selected data would facilitate the comparison with calculations by restricting the 
number of fission paths. Dynamical calculations of the fission process often correspond to a 
given fission path at a time. To compare with experimental data one has to integrate over all 
possible fission paths, which is rarely possible. Moreover, non-inclusive data are expected to 
reveal new features that are washed out when averaging over many fission paths. 

The ideal experiment mentioned above has no chances to be performed soon since it 
requires an extremely large statistics and a very complex experimental setup. Instead, in the 
present study, precise PFN data for 252Cf(sf), obtained at JRC-Geel in coincidence with fission 
fragments having well defined masses and TKE’s, will be presented. In this way, a narrow 
bunch of fission paths is selected experimentally. 

 
II. WHAT DO WE KNOW ABOUT THE PFN EMISSION MECHANISM  

 
The main properties of the fission neutrons (their multiplicity as well as their angular 

and energy distributions) have been initially measured in the frame of the Manhattan project 
[15, 16], re-measured in the 1950’s [17, 18] and more precisely measured in the 1980’s [19]. 
Much needed historical reminders were published recently [20, 21]. 

These properties are: 
1) an almost Maxwellian distribution of the fission neutron energies and 
2) an angular distribution with respect to the light fragment direction asymmetrically peaked 
at 00 and 1800 (i.e., ν(00)/ν(1800) > 1). 

These observed properties led to the explanation that fission neutrons are evaporated 
from moving fission fragments (this was the terminology at that time). Nowadays, to make the 
calculations simpler, fully accelerated fragments are used. The fact that Weisskopf’s nuclear 
evaporation theory [22] existed at that time may have influenced this choice. As a result, what 
we observe is a kinematic anisotropy in the laboratory system that originates from an (almost) 
isotropic center of mass (c.m.) emission, the Maxwellian spectrum simply reflecting the 
fragments’ temperature. 

Strange enough, nobody has claimed this explanation. Today it is referred to as ”Los 
Alamos” or ”Madland-Nix” model, although this work was published 30 years later [23] . 

The emission is, therefore, supposed to occur long after the division of the fissioning 
system into two fragments: it takes ≈ 10−20 sec to reach 90% of TKE and ≈ 10−18 sec to 

72



evaporate a neutron if the temperature is ≈ 1 MeV. Comparing to a typical nuclear (Fermi 
energy) time-scale (≈ 10−22 sec) these are long times. We could have expected another type of 
emission (e.g., dynamical) to occur before. Moreover, deviations from a standard evaporation 
spectrum [23–25] or from an isotropic emission in the c.m. [26, 27] have been constantly 
observed but, in spite of this, the evaporation hypothesis has not been questioned. On one 
side, its simplicity was a strong argument in keeping it. On the other side, there was 
apparently no other way to explain the strong correlation between the direction of emission of 
PFN and the fission axis, besides the kinematic anisotropy. 

The first challenge of the evaporation hypothesis came only 10 years ago when it was 
shown [28] that a neutron emission during the neck rupture can likewise explain the observed 
PFN characteristics: not only the direction of emission (mainly along the fission axis) but also 
the spectrum and the multiplicity. So there are, at present, two opposite mechanisms that 
explain the same data. 

The present study represents a second challenge to the evaporation hypothesis; this 
time coming from the experimental side. As it will be shown, our exclusive PFN distributions 
exhibit fine structures. This is not compatible with the traditional hypothesis that PFN are 
evaporated from fully accelerated fragments. 

III. A NEW EXPERIMENT FOR 252CF(SF)

An older study of 252Cf(sf) [29] was repeated using a novel setup. In Ref. [29] there 
was only one liquid scintillator neutron detector placed along the normal to the target. To 
limit the energy loss in the target, fission events with large angles between the fission axis and 
the neutron detector were rejected, leading to a limitation of the effective solid angle. In the 
new experiment six neutron detectors, with an azimuthal angular distance of 60 degree, were 
placed around the chamber allowing measurements with good mass resolution at any angle 
with respect to the fission axis. The use of a position-sensitive ionization chamber allows the 
event-by-event determination of the angle between the fission axis and the neutron detected in 
any of the neutron detectors. 

In this way the angle between the detected neutron and the target normal can be 
decoupled. This innovation has several advantages over the standard Frisch-grid ionization 
chamber (FGIC) setup. First of all, it allows us to extend the range that the PFN angular 
distribution can be measured to also include events with very large angles between the fission 
axis and the detected neutron. In addition the resolution is greatly improved. The angular 
resolution of the position sensitive chamber is 7 degree (FHMW) with respect to an arbitrary 
axis in space, while with a standard FGIC only the cosine of the fission axis angle with the 
target normal is determined with ≈ 5% resolution (FWHM). In the present experiment the 
resolution of the PFN angular distributions are limited by the size of the neutron detectors 
only. 

The experiment was performed at the European Commission Joint Research Centre in 
Geel, BE. An illustration of the setup can be found in Fig. 1. A position-sensitive twin FGIC 
served as fission-fragment detector [30]. The fission detector is capable of simultaneously 
determining the fission-fragment mass and TKE via the double-kinetic-energy (2E)-technique 
and the orientation of the fission axis in 3D space. A 252Cf source consisting of a 5 mm 
diameter circular spot deposited on a 250 nm thick nickel backing and fission strength of 
∼800 fissions per second was placed on the common cathode of the FGIC. The ionization
chamber exhibits an intrinsic energy resolution better than 0.6 MeV. Accounting for energy 
loss in the target and backing, the total kinetic energy (TKE) resolution is approximately 1.5 
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MeV [31]. Methane gas (CH4), with a purity of 99.9995, was utilized as the counting gas. 
Pulse height defect in the counting gas was corrected by adjusting parameters to align with 
evaluated average light and heavy fragment masses and mean TKE [32]. Mass calibration was 
confirmed by measuring the fragment-mass distribution in coincidence with several isomeric 
γ-decay lines in an array of cerium-doped LaBr3 detectors. The variation in the average 
masses of the light and heavy pre-neutron emission fission fragments was less than 0.25 u. 
The pre-neutron emission mass resolution was determined to be 4.9 u (FWHM) [33]. 

Fig.1. The experimental setup from behind the neutron detector array. 

For neutron detection six proton-recoil scintillators of the type EJ-301 were used. The 
scintillation detectors were of cylindrical shape, with diameters of 101.2 mm and heights of 
50.8 mm. Pulse-shape discrimination was used to select neutrons in the mixed field of 
neutrons and γ-rays. A minimum energy deposition was imposed corresponding to neutron 
energy of 0.5 MeV. The neutron detectors were placed in a circle at a nominal distance of 605 
mm from the 252Cf source. The exact distance of each detector was measured with an 
accuracy of 0.2 mm. Each detector axis made an angle of 22.50 with the target normal and was 
equidistantly spread out in the azimuthal angle. The neutron energies were determined using 
time-of-flight, the combined timing resolution of the FGIC and neutron detector was 1 ns 
(FWHM). The energy-dependent neutron detection efficiency was determined from the ratio 
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of the observed spectrum, without any selection of fission fragment mass and TKE, to the 
ENDF/B.VII-1 [34] evaluation of the 252Cf(sf) PFNS. 

The measurement lasted about three months, and a total of about 108 fragment neutron 
coincidences were collected. The determination of the angular distribution of the prompt 
neutrons, relative to the direction of motion of the fragments, was determined as described in 
ref. [30]. Only those events are included in the analysis, if the fission axis is within a cone 
with an opening angle smaller than 72.50 relative to the target normal. The fission fragment 
detection efficiency was determined by measuring the isotropic angular distribution of fission 
fragments around each neutron detector axis without requiring any coincidence. The angular 
resolution of the fission axis was 70 (FWHM). Accounting for the opening angle of the 
neutron detectors an angular resolution of 100 (FWHM) was obtained. 

IV. PFN SPECTRA AND ANGULAR DISTRIBUTIONS IN COINCIDENCE WITH
WELL DEFINED FISSION FRAGMENTS 

The results of the new improved experiment are shown in Figs.2−3. 

Fig.2. Measured angular distribution (upper picture) and energy spectrum (lower picture) of 
PFN for a given mass ratio (AL=109) anf the corresponding total kinetic energy        

(TKE=184 MeV) in the reaction 252Cf(sf). 
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In Fig.2 the fragments are selected in windows around the most probable fragment 
mass, AL = 109 ± 0.5, and the corresponding most probable TKE = (184 ± 1) MeV. The 
statistics is, therefore, the highest among all fragmentations. 

The uncertainty is marked by the blue ribbon. In the angular distribution presented in 
the left frame, most of the fine structures are statistically significant. The most prominent are 
around (00), (900) and (1800) but slower oscillations around the smooth curve appear also 
between 20−60 degrees and 120−160 degrees. If the former structures coincide with the least 
statistical accuracy, the latter cover a domain with negligible errors. 

Fig.3. Measured angular distribution (upper picture) and energy spectrum (lower picture) of 
PFN for a given mass ratio (AL=98) anf the corresponding total kinetic energy  

(TKE=173.5 MeV) in the reaction 252Cf(sf). 

The 2nd fragmentation (98/154) presented in Fig.3 is the more asymmetric. The 
neutrons emitted in the direction of the heavy fragment have a slightly higher yield. It is worth 
noticing the similarities between the structures in both cases, i.e., AL = 98 and 109. 

In the corresponding PFN spectra (right frames of the same figures) deviations from 
Maxwellian were found from 0.5 to 6 MeV. The most striking are the wiggles around the 
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most probable energy (≈1 MeV) that are also similar in the two cases. The temperature values 
(T) were fitted to the data in order to provide a smooth background for comparison. 

Not much room for doubts is left: in all distributions, there are similar deviations from 
the smooth curves, which are not expected if all neutrons were evaporated. Although many 
different evaporation codes have been extensively used during the last half-century to 
estimate PFN spectra and angular distributions, these new features disclosed by our data have 
not been foreseen. 

Summarizing, structures that cannot be explained by statistical fluctuations have been 
observed for the first time in this kind of measurement. This has been made possible by the 
use of an innovative technique to determine angular distributions of prompt particles in 
fission. The technique allows us to combine a large solid angle of acceptance with a high 
angular resolution. This technique also allows us to combine it with a selectivity in both mass 
and total kinetic energy. Measurement of such a high number of correlated fission observable 
on an event wise basis is to our knowledge a first time achievement. 

In the next section we will present an alternative mechanism for the emission of 
prompt neutrons during fission, which leads to non-smooth distributions. 

V. AN ALTERNATIVE MECHANISM 

Concerning the alternative to the evaporation from fully accelerated fragments, there 
has been only one hypothesis extensively discussed, namely the dynamical emission during 
scission. 

The accepted mechanism for scission neutron (SN) emission is the non-adiabatic 
coupling between the neutron degree of freedom and the rapidly changing neutron-nucleus 
potential [35, 36]. It takes place during the scission process i.e., from the neck rupture at finite 
radius, rmin, to the absorption of the neck stubs by the fragments when they are separated by a 
distance dmin along the z-axes. 

This idea was recently developed quantitatively in the frame of a dynamical quantum-
mechanical microscopic model. In the following we will call it DSM (dynamical scission 
model). Time dependence was introduced through the time-dependent Schrödinger equation 
(TDSE) with a time-dependent potential (TDP) [37, 38]. 

This allows a short but finite transition time, ΔT, to be considered. Realistic values for 
it are around 10−22 sec. The neutrons present in the fissioning nucleus just before scission 
evolve in time and quickly find themselves in a post-scission potential, where they are 
described by wave packets with some components in the continuum (hence partially released). 
These unbound parts of the neutron wave packets |Ψem⟩ will leave the nucleus and can be used 
to estimate SN observables. 

An example of calculated PFN angular distributions is represented in Fig. 4. They 
display weak oscillations (from 500 to 1500) that are the sign of scattering of neutrons on the 
just born fragments [12]. The maxima and minima are typical for a non-monotonic deflection 
function. 

To obtain the kinetic energy spectrum for a fixed mass asymmetry, one has to sum the 
single spectra over all occupied states and all Ω values [39]. It is a finite weighted sum of 
individual quasi-maxwellian distributions with different mean values and widths. For this 
reason the result cannot be smooth. 

Fig.5 shows this total scission-neutron spectrum calculated for 236U and the 
corresponding PFN spectrum measured in the reaction 235U(n,f) [41]. Two typical evaporation 
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spectra [42] characterized by nuclear temperatures Temp = 1.0 and 0.9 MeV are also plotted 
for comparison. The evaporation spectra and the SN histogram are normalized to the data. 

Fig.4. The angular distribution with respect to the fission axis calculated for SN, on a sphere 
of radius 40 fm, in the reaction 252Cf(sf) for the most probable mass ratio (AL=109). Jnly the 

subset of neutron states with Ω=1/2 was used. The time T is in units of 10-22. 

Important deviations from a smooth maxwellian spectrum are predicted as seen in the 
linear scale representation (the upper part of the figure). They look surprisingly the same and 
appear at the same energies as the wiggles in the measured spectrum from Figs. 2−3. 

Although all SN are emitted by the same mechanism, their energies can be very 
different depending on the single-particle state they originate from. The average kinetic 
energies span a large interval from 1 MeV to more than 10 MeV with decreasing probabilities 
as in the PFN experimental spectrum. 

A closer look at the high energy tail in the logarithmic scale representation of the 
spectrum shows the data lying between scission and evaporated neutrons. From this one could 
speculate that the scission neutron yield amounts to approximately half of PFN yield. 

VI. 252CF ANGULAR DISTRIBUTION WITHOUT ANY SELECTION IN FRAGMENT
MASS OR TKE  

In the introduction, we said that inclusive data cannot reveal the PFN distributions in 
detail since such details are washed out when these distributions are averaged over all fission 
events. Now we will show that it is true only to a certain extent. 

In the upper part of Fig. 6 is represented the measured angular distribution for all 
fragment masses and TKE’s and its polynomial fit. The order of the polynomial (7) was 
chosen to lead to the minimum χ2 per degree of freedom. The residual of the polynomial fit 
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(in the down part of Fig. 6) shows oscillations in the region from 200 to 1600. They are at 1% 
level but they are statistically significant. 

Interestingly, even with a relatively high-order polynomial, we see oscillations. It says 
that there are always oscillations, even in the inclusive PFN data. They constitute 
reminiscences of the structures presented in Figs. 2−3, where measurements in coincidences 
with well defined fission fragments are displayed. 

Fig.5. Inclusive PFN angular distribution and its polynomial fit (upper picture) and the 
residual of the polynomial fit (bottom picture). 
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Fig.6. The calculated kinetic energy spectrum for the most probable mass division 

(defined by the light fragment mass AL=96) (histogram), experimental data from the reaction 
235U(n,f) (points) and two typical evaporation spectra characterized by nuclear temperatures 

Temp= 1.0 and 0.9 MeV (lines); taken from [39]. 
 

VII. CONCLUSIONS AND FURTHER DEVELOPMENTS 
 

We have found statistically significant structures in the angular and energy 
distributions of PFNs. These structures are not consistent with the notion that all PFNs are 
evaporated from the fragments long after the scission moment. Similar structures are found in 
calculations of the emission of scission neutrons. Still, we believe that more work is necessary 
in order to assess whether or not they have the same origin. 

The amplitude of the predicted fluctuation is larger than those observed in our 
measured data since in our model calculations no mass resolution has been taken into account 
at this stage. In addition, in the lower part of Fig. 6 is shown that from the high-energy part of 
the PFN spectrum one may estimate that a considerable part of the emitted neutrons are 
evaporated from fully accelerated fragments. This estimate agrees with the result in Ref. [13] 
that, in 240Pu, SN multiplicity is about half of the total PFN multiplicity. Therefore both mass 
resolution and evaporated neutrons do lead to an attenuation of the observed structure. 
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One can, of course, not exclude that ”finer corrections” to the traditional approach may 
eventually reproduce the fluctuations evident in the data but until then, the present results will 
continue to challenge the generally accepted evaporation hypothesis. Moreover, DSM 
explains the structure on its own, predicting the origin of a considerable fraction of observed 
neutrons closed to scission. 

From the experimental perspective, several potential improvements and aspects may 
be considered. While it is possible to strive for better mass resolution, the current setup is 
already near the limit imposed by neutron emission on the 2E-technique. Because the two 
masses are determined from their measured energies using energy and momentum 
conservation, and since these are post-neutron energies they require recoil corrections, which 
leads to unavoidable contributions to the mass resolution. An improved mass resolution might 
be achieved by employing coincident measurements of the two fragment velocities, avoiding 
recoil correction. However, this would significantly reduce efficiency. 

The current angular resolution, at approximately 9−100 (FWHM), is constrained by the 
opening angle of the detectors. A potential improvement could bring the resolution closer to 
that of an ionization chamber 70 (FWHM) by increasing the distance between the detectors 
from 60 cm to 120 cm. This adjustment, however, would come with a loss in efficiency. 
Moving the detectors farther away would also benefit the neutron energy resolution. To 
further enhance the energy spectrum, the neutron detection threshold could be lowered by 
using alternative detector types. 

Repeating the experiment for thermal neutron-induced fission of 235U or 239Pu would 
be advantageous. Large statistical accuracy could be obtained, because of the large thermal 
neutron cross-section, at facilities that can provide high thermal neutron flux. The lower 
average number of neutrons emitted in 235U(n,f) would also benefit the mass resolution that 
can be obtained with the 2E technique, since the recoil correction is smaller. 

From the theoretical perspective, further calculations are needed, especially for 
252Cf(sf). Furthermore, further investigation of the approximations contained within the 
current DSM calculations is needed. Self-consistent calculations (e.g., [14]) should be 
extended to larger grids and longer times, in order to allow them to estimate scission neutrons 
angular distributions and spectra. 
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In this paper, we evaluate the intra-nuclear cascade model through double differential 
cross sections and propose the ideas for further improvements. High-energy nuclear reaction 
models are vital for ADS studies, as existing nuclear data are insufficient for describing 
reactions above approximately 30 MeV. Systematic deviations are identified between intra-
nuclear cascade model predictions and experimental data in terms of the differential cross 
sections for nuclear spallation reactions across various nuclear targets. The observed minor 
deviations at high energies may originate from the unaccounted contributions of the 
scatterings on nucleon-nucleon short-range correlations. The neutron efficiency for an ADS 
burner depends on the neutron energy, and the emitted particle energy spectra, encoded in 
differential cross sections, are crucial for accurate simulation studies of ADS systems. Future 
plan is discussed for improving the model descriptions of double differential cross sections in 
medium-to-high energy region, which is expected to enhance the accuracy of our full-energy 
range particle transport Monte Carlo simulation software for ADS research and design.   

I. MOTIVATIONS OF HIGH-ENERGY NUCLEAR REACTION MODELS FOR ADS 

The Accelerator-driven sub-critical nuclear reactor system (ADS) is an efficient 
approach to generating sustainable nuclear fission energy for the future. It simultaneously 
manages the nuclear waste problem while utilizing depleted uranium for electricity production 
[1, 2].  Scientists in China are currently building an experimental facility in Huizhou, 
Guangdong province, for ADS principle validation and research [3]. To advance the 
understanding of sub-critical reactors and develop an efficient nuclear waste transmutation 
method, careful and accurate Monte Carlo (MC) simulations are essential. For ADS research 
and future operation, simulation software is a powerful tool, providing a guidance for 
estimating beam requirements to achieve the targeted reactor power. 

Developing an effective ADS simulation software requires precise descriptions of 
various nuclear reactions. However, evaluated nuclear reaction data at energies above 30 
MeV are scarce [4–7], and the accuracy of neutron-induced fission cross-sections and 
inelastic processes is severely inadequate. Independent fission yield data are critically lacking 
or imprecise. Moreover, above incident energies of ∼ 200 MeV, the complexity of open 
channels increases significantly for nuclear databases. 

Owing to the lack of nuclear data, reaction models are indispensable at high energies 
to fully describe particle interaction and transport within ADS MC software. In the medium-
to-high energy range, particle evaporation, induced fission [8–10], and intra-nuclear cascade 
(INC) collisions [11–13] dominate. Particle evaporation and nuclear fission primarily govern 
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slow and low-energy particle emissions, whereas the intra-nuclear cascade process dominates 
prompt and high-energy particle emissions.  

Our current ADS simulation studies reveal that the external source efficiency of high-
energy neutrons for driving nuclear transmutation exceeds that of low-energy neutrons a lot. 
Therefore, accurate descriptions of high-energy nuclear reactions and the high-energy neutron 
spectrum are critical for ADS simulations. Another key finding is that different MC 
simulation software, or even different versions of the same software, exhibit substantial 
discrepancies (exceeding 10%) in predicting high-energy neutron flux. 

Given these factors, this study primarily focuses on high-energy neutron emissions and 
the underlying INC model for spallation processes, as the initial step of model improvement 
for our ADS software development. In Sec. II, we briefly review the Li`ege Intra-Nuclear 
Cascade (INCL) model [11–13], used in our ADS simulations for high-energy nuclear 
reaction description. In Sec. III, we highlight minor deviations observed between model 
predictions and experimental data in the high-energy neutron spectrum, regarding double 
differential cross sections. In Sec. IV, we outline our future plans for improving model 
descriptions of emission nucleon energy spectrum. Finally, a concise summary is provided in 
Sec. V. 

 
II. INTRA-NUCLEAR CASCADE MODEL 
 

Nuclear reactions in the medium-to-high energy region proceed through two stages: 
the first stage is dominated by hard nucleon-nucleon collisions and emits fast particles, 
followed by the de-excitation process of a partially thermalized nuclear remnant (evaporation, 
fission, multi-fragmentation, etc.). Consequently, common MC simulation tools for describing 
these reactions result from the coupling an intra-nuclear cascade model for the first stage to an 
statistical evaporation-fission model for the second stage. The INCL model, refined over 
nearly four decades, has demonstrated strong predictive power in describing a wide range of 
experimental observations. These include total reaction cross sections, differential cross 
sections, neutron multiplicity, and residue mass distributions for nucleon-, pion-, and light 
ion-induced nuclear reactions from approximately 200 MeV to 15 GeV [11–18]. Recent INCL 
developments focus on extending its scope to higher energies by incorporating more degrees 
of freedom for cascade collisions, such as K, η, and ω mesons, Λ and Σ baryons, and multi-
pion production process [16–18]. 

The INCL model is a semi-classical model in which an avalanche of independent 
binary collisions is initiated by a high-energy projectile [11–13]. Initially, nucleons in the 
target are assigned the random positions and momenta based on realistic nuclear density 
distributions in phase space. The incident particle is positioned near the target surface with a 
random impact parameter. All nucleons then propagate within the mean-field nuclear 
potential well, traveling along straight-line trajectories until two particles trigger a scattering 
event, or until a particle encounters the nuclear surface. Scattering occurs if the relative 
distance is less than the square root of the total cross section between the particles. At the 
nuclear surface, nucleons may be transmitted or reflected with defined probabilities. A key 
feature of the INCL model is its self-consistent determination of the cascade stopping time – 
defined as the time point when the remnant nucleus shows signs of thermalization and the 
cascade stage gives way to the de-excitation stage [11–13]. Other features of INCL include 
the realistic target density distributions and minimal free parameters. 

Rather than using a quantum molecular dynamics model [19, 20] or the Boltzmann-
Uehling-Uhlenbeck model [21, 22], we employ the INCL model in our ADS simulation 
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software for describing high-energy nuclear reactions. This choice stems from INCL’s 
significantly faster computational speed compared to the quantum models. Although INCL 
operates within a semi-classical framework, it incorporates key quantum aspects, such as 
Pauli blocking in collisions, quantum mechanical transmission at the nuclear surface, and a 
smoothly varying nuclear mean field. This integration likely explains INCL’s ability to 
accurately describe certain reaction channels even at energies as low as a few tens of MeV. 
Note that the INCL model is coupled to the ABLA de-excitation model when necessary. The 
ABLA model accounts for statistical nucleon emission, gamma emission, fission, and multi-
fragmentation processes. 

III. MINOR DEVIATIONS BETWEEN MODEL AND EXPERIMENT FOR DIFFERENTIAL
CROSS SECTIONS 

Although the INCL model generally describes high-energy nuclear reactions well, this 
section details our verification of the model for neutron emission processes induced by 
projectiles with energies above 200 MeV. Via careful model evaluations, we aim to 
understand the remaining minor systematic uncertainties within the model and look for 
potential optimizations and upgrades. Our focus is on the details of neutron energy spectra 
across the whole range. 

FIG. 1. The top panels show the comparisons of double differential cross sections 
d2σ/dΩ/dT between the experimental data [23–26] and the INCL model predictions, for 
carbon, aluminum, iron and lead targets, at incident energies from 200 MeV to 1000 
MeV; The bottom panels show accordingly the relative deviations between the 
experimental measurements and the INCL model predictions. The reaction channels and 
incident energies are labeled in each panel. 

Figure 1 compares the INCL model predictions of double differential cross sections 
d2σ/dΩ/dT as a function of emitted neutron kinetic energy T against the experimental data, for 
carbon, aluminum, iron, and lead targets at incident energies from 200 MeV to 1000 MeV 
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[23–26]. The relative deviations between experimental measurements and INCL predictions 
are also presented. Figure 2 similarly presents the double differential cross sections and 
relative deviations (experiment relative to model) at higher incident energies (1200 MeV to 
3000 MeV) [26–28]. 

 
 

FIG. 2. The top panels show the comparisons of double differential cross sections 
d2σ/dΩ/dT between the experimental data [26–28] and the INCL model predictions, for 
carbon, aluminum, iron and lead targets, at incident energies from 1200 MeV to 3000 
MeV; The bottom panels show accordingly the relative deviations between the 
experimental measurements and the INCL model predictions. The reaction channels and 
incident energies are labeled in each panel. 

 
Figures 1 and 2 reveal consistent systematic deviations between model and data [23–

28]. Experimental differential cross sections exceed INCL predictions at emission energies T 
around 100 MeV, while falling slightly below model predictions around 10 MeV. For some 
data sets, a rapid increase in relative deviation occurs near the quasi-elastic peak. Although 
the absolute deviation is small at the high-energy tail, the near-zero value of cross section at 
the tail results in the large relative deviations. Additionally, fluctuations in the relative 
deviation at high-energy tail may stem from the experimental energy resolution limitations, 
which tend to increase the differential cross section around the maximum emission energy. 

Figure 3 compares the INCL predictions of d2σ/dΩ/dT  versus emitted neutron kinetic 
energy T with the experimental data for W(16O, xn)X) and Pb(16O, xn)X) reactions at 400 
MeV/u [29]. Relative deviations between model and data are also present in the figure. These 
16O-induced spallation data were measured at the Heavy Ion Research Facility in Lanzhou 
(HIRFL), operated by Institute of Modern Physics, Chinese Academy of Sciences. 
Interestingly, the deviation patterns between model and data for light-ion-induced spallation 
reactions resemble those for proton-induced reactions. A prominent feature is that the 
experimental differential cross sections exceed the INCL predictions in the emission energy 
region from ∼ 20 MeV to ∼ 200 MeV. 
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FIG. 3. The top panels show the comparisons of double differential cross sections 
d2σ/dΩ/dT between the experimental data [29] and the INCL model predictions, for 
tungsten and lead targets; The incident particle is the light ion 16O with the kinematic 
energy of 400 MeV/u; The bottom panels show accordingly the relative deviations 
between the experimental measurements and the INCL model predictions. The reaction 
channels and incident energies are labeled in each panel. 

Figure 4 compares the INCL predictions of d2σ/dΩ/dT versus T with experimental 
data [24, 30], for proton-induced spallation on a depleted uranium target at incident energy 
around 600 MeV. Results from two independent experimental groups are shown. Notably, this 
similar deviation pattern appears in only one data set, while the other data agrees well with 
INCL predictions. The discrepancy between the two experimental measurements is 
noteworthy. We observe differences in the uranium target thickness and neutron-photon 
separation methods used between the two experiments. Further experimental measurements 
are needed to investigate this inconsistency.  

The following section explains the likely cause of this consistent deviation pattern in 
the emitted neutron energy spectrum and proposes a plan to address it. 

IV. PLAN FOR FUTURE IMPROVEMENTS OF INTRA-NUCLEAR CASCADE MODEL

Analysis in the previous section reveals a universal deviation pattern between model 
predictions and experimental data across different nuclear targets at high incident energies. 
This suggests the deviation may originate from a fundamental nuclear structure not yet 
incorporated in the INCL model. Reviewing recent high-energy nuclear experiments, we note 
nucleon-nucleon short-range correlations (NN SRC) – a universal microscopic dynamical 

88



structure beyond the mean-field description – have been identified in numerous experiments 
over the past two decades [31–40]. 

FIG. 4. The top panels show the comparisons of double differential cross sections 
d2σ/dΩ/dT between the experimental data [24, 30] and the INCL model predictions, for 
depleted Uranium target at energies of 590 and 597 MeV; The bottom panels show 
accordingly the relative deviations between the experimental measurements and the 
INCL model predictions. The reaction channels and incident energies are labeled in 
each panel. 

NN SRC refers to short-lived high-density configuration driven by intermediate- and 
short-range nuclear forces. Its primary features are: a short distance (< 1 fm, approaching the 
repulsive core) between the correlated nucleons in coordinate space, a high relative 
momentum (> kF ) in momentum space [41–46]. Experimental evidence for NN SRC comes 
mainly from exclusive and inclusive measurements. In exclusive processes, high-energy 
projectiles strike NN SRC and produce two back-to-back high-momentum nucleons [31–36]. 
In inclusive electron scattering, the scaling in the Bjorken variable xB ∼ 2 region signals the 
universal and short-distance structure of NN SRC probed by the high-momentum electron 
[37–40]. NN SRC is now a well-established cluster structure beyond the independent 
nucleons, exhibiting more or less universal properties across different nuclear targets. 

Striking one nucleon within an NN SRC pair with a high-energy projectile causes the 
correlated partner nucleon to recoil at high energy due to the short-distance nuclear force 
within SRC. One recent measurement [36] indicates the mean emission momentum of the 
recoiling partner is ∼ 500 MeV/c, corresponding to ∼ 125 MeV kinetic energy. Significantly, 
the INCL model predictions underestimate the experimental neutron yields around 100 MeV. 
Incorporating these recoiling SRC partner neutrons would undoubtedly reduce the model-data 
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deviation. Furthermore, energy conservation implies that the increased high-energy neutron 
production (∼ 100 MeV) reduces the low-energy neutron yields (∼ 10 MeV) during the intra-
nuclear cascade collision stage. 

Our objective is to enhance ADS simulation software accuracy, providing a reliable 
tool for ADS design and research. Based on the above analysis, to mitigate deviations 
between nuclear reaction models and data, we plan to implement NN SRC pairs within the 
INC model. 
 
V. SUMMARY 
 

Validation studies of INCL model regarding double differential cross sections have 
revealed minor, yet universal, deviations from the experimental data. The recent precise data 
measured at HIRFL, Lanzhou, China [29] are also taken for evaluating the INCL model. One 
finds that INCL model under-predicts emitted neutron yields around 100 MeV compared to 
experiments. 

We propose that the observed spectrum deviation can be resolved by accounting for 
the scattering on NN SRC pairs. Although NN SRC pairs are far less numerous than 
independent nucleons, their existence is firmly established by many high-energy experiments. 
Our qualitative analysis indicates the mean recoil energy of SRC partner nucleons (∼ 125 
MeV) closely matches the cross section deficit observed in INCL calculations around 100 
MeV. Hence, one of our plans for improving the nuclear reaction model is implementing the 
NN SRC in the INC model. Additional upgrade plans include implementing many-body 
quantum correlations and nuclear medium effects to enhance INC model descriptions in low-
energy region. These upgrades will significantly advance our in-development ADS MC 
simulation software. 
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